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I.  INTRODUCTION 
 

Research and development of novel drying 

technologies require careful analysis of multiple factors, 

determining the acceptance by industry and the area of 

applications. It includes but is not limited to the operation 

mode (batch, continuous), temperature and pressure of 

drying medium, mode of heat and mass transfer 

(convective, conductive, radiative), state of the material 

(stationary, moved, or agitated), dehydration rate, size, 

capital cost, carbon footprint, etc. [1]. More recently, the 

requirements for clean and sustainable technologies have 

been introduced [2]. The sustainability of drying 

technology can be evaluated based on a thorough energy 

and exergy analysis, and the environmental impact on 

climate change due to thermal and GHG emissions [3]. 

There is increased interest in electrotechnologies as a 

clean energy source for drying. They include microwave 

applications combined with hot air, vacuum, and freeze-

drying [4], infrared drying [5], radiofrequency (RF) drying 

[6], and electrohydrodynamic (EHD) drying [7]. All these 

electrotechnologies, except EHD, are converting electric 

energy into heat. In contrast, EHD drying directly applies 

electric energy for water extraction without heat losses. It 

operates under ambient conditions without heat losses, 

which makes drying sustainable [8]. Specific energy 

consumption of EHD drying usually ranges from 600 to 

800 kJ/kg, decreasing in some cases to 100 kJ/kg [9], 

which is much smaller than the enthalpy for water 

evaporation. So far, the existing literature does not explain 

such low energy consumption. 

To understand the cause of high energy efficiency, 

this paper provides a brief description and a 

thermodynamic study of EHD drying technology, 

followed by energy and exergy analyses. Energy analysis 

was carried out according to the first law of 

thermodynamics, while exergy analysis was based on the 

second law of thermodynamics. Specific energy and 

exergy consumption were used to compare EHD with 

other drying technologies. 

 

 

II. METHODOLOGY 

 

A modified lab-scale EHD dryer is shown in Figure 1. The 

discharge electrode (1) was made of 72 stainless steel (SS) 

pins, arranged in a 9×8 rectangular grid with a 2 cm 

spacing on a fiberglass board of 240×170×2 mm (Vector 

Electronics Inc., Canada). Pins were connected to a high-

voltage DC power supply (2) (Universal Voltronics, 

USA). The collecting electrode (3) was a stainless-steel 

pan with dimensions 340×180 mm, filled with water. EHD 

flow was created by applying a 16 kV voltage at a 4 cm 

gap, providing an electric field strength of 4 kV/cm. The 

FLUKE-110 ammeter (FLUKE, Everett, USA) measured 

the electric current in the ground wire.  

The relative humidity (RH) was measured using a wet 

and dry bulb hygrometer (model B6030, Baker 

Instruments, NY, USA). Air temperature was measured 

using a T-type thermocouple with an accuracy of 0.1 oC. 

The evaporation rate was evaluated from the weight 

change of a pan using a digital scale HCB 1002 (Adam 

Equipment, Kingston, England) with an accuracy of 0.01 

g. Ionic wind velocity was measured by a hot wire 

anemometer 405i (Testo Instruments, Canada). The water 

surface temperature was measured with a thermal camera 

T640 (FLIR Systems, North Billerica, USA) with the 

uncooled FPA bolometer with a resolution of 640 × 480 

pixels in a spectral range of 7.5–13 μm. Camera settings 

for emissivity were constant at 0.95 for all experiments. 
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Fig 1. Experimental setup for thermodynamic measurements of 

EHD-induced water evaporation 
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The experiments with water evaporation from the free 

surface were conducted in the range of air temperatures 

from 5 to 35 °C and compared with natural evaporation 

(control).  

The discharge power 𝑃 (W) was calculated as a 

product of the current and voltage of the power supply: 

𝑃 = 𝑉𝐼     (2) 

Specific energy consumption (SEC) was calculated as 

the ratio of the power 𝑃 provided to the drying equipment 

to the evaporation rate �̇�𝑤 [9]: 

 SEC =
Σ𝐸

Σ𝑚𝑤

=
𝑃

�̇�𝑤

 (3) 
 

  Energetic efficiency was calculated from the specific 

energy consumption in kJ per kg of evaporated water. 

 

III. RESULTS 
 

A. Experimental Study 

Our experiments at different temperatures showed 

that an applied electric field of 4 kV/cm resulted in a 

similar electric current of 100 μA and an ionic wind 

velocity of 1.0 m/s in all experimental settings. It led us to 

the conclusion that air temperature did not impact 

discharge power. At the same time, air temperature 

influenced specific energy consumption (SEC). It was 

maximal at low temperatures, decreasing at higher 

temperatures (Figure 2).  

 

Fig 2. Specific energy consumption of EHD drying as a 

function of air temperature. 

An increase in air temperature from 5 to 35 °C 

decreased SEC from 860 to 120 kJ/kg. At lower 

temperatures, the evaporation rate was limited by the heat 

available in the air, and the effect of EHD on the 

evaporation rate is negligible. It should be noted that these 

values are much smaller than the thermodynamic 

threshold for water evaporation (2450 kJ/kg). 

Since SEC is a function of discharge power and 

evaporation rate (Equation 3), but the discharge power 

was constant, it follows that the decrease in SEC at 

elevated temperatures could be attributed to an increase in 

evaporation rate. This assumption was tested by direct 

evaporation rate measurements (Figure 3). 

 
Fig 3. Effect of air temperature on the evaporation rate for 

natural (empty circles) and EHD-induced (filled circles) 

drying 

Air temperature facilitated the evaporation rate in 

both natural and EHD-induced convection. This result was 

expected due to the higher temperature gradient and 

increased heat transfer. However, the EHD-induced 

evaporation rate increased faster than the control, which 

could be explained by the additional effect of EHD on the 

heat transfer resistance. 

Parallel measurements of wet bulb Twb and water 

surface Tw temperatures revealed the difference between 

natural and EHD-induced drying. In the control 

experiments (without EHD), water temperature coincided 

with wet bulb temperature. In the EHD-induced drying, 

the surface temperature of the water Tw dropped below the 

wet bulb temperature Twb. The most remarkable 

difference between these two temperatures was observed 

at low air temperatures (-7.8 degrees), decreasing with air 

temperature to -1.0...-1.5 degrees. It follows that the EHD 

flow lowers water temperature below the point expected 

from classical thermodynamics. This observation concurs 

with an earlier report [10]. 

The difference between wet bulb and water surface 

temperatures allowed evaluation of EHD-induced entropy 

changes. The decrease in water surface entropy in the 

range of tested temperatures could be calculated from 

Equation 4: 

∆𝑆 = 𝑐𝑝𝑙𝑛
𝑇𝑤

𝑇𝑤𝑏

                          (4) 

At the air temperature of 5 oC, a small electric current 

caused a decrease in the water surface entropy by 0.118 

kJ/(kg·K), resulting in a larger temperature gradient and 

better conditions for heat transfer from air to the water 

surface. However, at the air temperature of 35 oC, the 

effect of electric current on the surface entropy was 

smaller- about 0.057 kJ/(kg·K), probably because of direct 

heating of the water surface. Smaller entropy changes 

resulted in a smaller temperature gradient and decreased 

heat transfer. It means that the optimal air temperature for 

water evaporation is somewhere between 5 and 35 °C.  

This experimental study revealed two previously 

unknown phenomena: (1) the effect of air temperature on 

the efficiency of EHD drying; (2) EHD-induced 

depression of water surface temperature below the wet 

bulb temperature. These discoveries created the 

background for further energy and exergy analysis. 
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B.  Energy Analysis 

 

Historically, energy efficiency is calculated based on 

the first law of thermodynamics, reflecting the energy 

conservation principle. It is expressed as the ratio of the 

energy required to evaporate water �̇�𝑒𝑣𝑎𝑝 to the total 

power provided to the drying equipment 𝑃 [11]: 

𝜂𝐸 =
�̇�𝑒𝑣𝑎𝑝

𝑃
                                          (5) 

This index ranges from 0 to 1, showing how close the 

process is to ideal thermodynamic conditions. However, it 

is not suitable for EHD drying, where the electric energy 

consumption P is smaller than the thermal energy of 

evaporation �̇�𝑒𝑣𝑎𝑝. This implies 𝜂𝐸 >1, pointing out that 

energy efficiency should be calculated similarly to a heat 

pump, which saves more thermal energy than it consumes. 

The heat pump efficiency is evaluated with the coefficient 

of performance (COP), usually ranging from 2.3 to 3.5:  

COPℎ𝑒𝑎𝑡 = 1 +
�̇�𝑒𝑣𝑎𝑝

𝑃
                                (6) 

Similarly to the heat pump dryer, the COP of the EHD 

dryer is larger than two. Considering that EHD drying at 

ambient conditions (temperature 20 oC) provided water 

evaporation of 0.1 g/(m2s) at 35 W/m2 electric energy, 

calculated COPEHD = 8. From lab-scale experiments, it 

follows that the maximum evaporation rate can reach 0.4 

g/(m2s) at the same power density, so COPEHD max = 29..30. 

The drying performance of EHD could be evaluated with 

Specific Moisture Extraction Rate (SMER) (kg water/kWh), 

which is defined as follows: 

SMER =
Mass of water extracted 

Electric energy consumed
              (7) 

It is important to note that SMER is the reciprocal number 

of SEC (kWh/kg-1 
water). Excluding the removed sensible 

heat, the relationship between SMER and the coefficient 

of performance COPheat is: 

SMER = 3600
COPℎ𝑒𝑎𝑡 − 1

ℎ𝑙𝑣

                   (8) 

The SMER of a well-designed EHD dryer is 40 kg 

water·kWh-1, with an average value of 10 kg water·kWh-

1, which is significantly better than that of the most 

efficient heat pump dryers [12]. The efficiency of an EHD 

dryer decreases with the increase in relative humidity [9] 

and air velocity [13]. 

Although the energy indices, such as SEC, COP, and 

SMER, give the proper measure for the system, energy 

analysis does not consider energy exchange with the 

environment. The fact that in EHD drying the SEC < ℎ𝑙𝑣 , 

indicates that other (than electric) energy sources should 

be considered. 

The thermal energy supplied from ambient air to the 

water could be calculated from Newton’s law:  

𝑄�̇� = ℎ𝑇𝐴(𝑇𝑎 − 𝑇𝑤)     (9) 

where ℎ𝑇 stands for the coefficient of convective heat 

transfer. It should be noticed that in conditions of natural 

convection (control), the thermal energy of the air could 

not be easily transferred to the water because of the high 

heat transfer resistance of the thermal boundary layer. At 

the same time, EHD produced highly efficient airflow, 

decreasing heat transfer resistance. The numerical 

simulation predicted a significant effect of EHD flow on 

the coefficient of convective heat transfer [14]. It was 

experimentally proved that EHD flow increased the heat 

transfer coefficient from 5-10 Wm-2K-1 (natural 

convection in gases) to 60-65 Wm-2K-1 [15].  

If the energy for water evaporation �̇�𝑒𝑣𝑎𝑝 is partially 

supplied by the air �̇�𝑎 and partially by electricity 𝑃, the 

energy balance equation could be presented as: 

�̇�𝑎 + 𝑃 = �̇�𝑒𝑣𝑎𝑝                                    (10) 

which means that energy for water evaporation is 

proportional to electric discharge energy and heat energy 

utilized from the air. The evaporation rate is proportional 

to the overall energy input and could be calculated from 

equation (10): 

�̇�𝑤 =
�̇�𝑎 + 𝑃

ℎ𝑙𝑣

                                                   (11)   

The major challenge in scaling EHD technology is 

removing water vapor from the drying volume. In this 

case, the enthalpy of the outlet air ℎ𝑎,𝑜𝑢𝑡 will exceed the 

enthalpy of the inlet air ℎ𝑎,𝑖𝑛. The effect of air exchange 

�̇�𝑎 on the energy balance could be accounted for by 

modification of equation (10): 

�̇�𝑎 + 𝑃 = �̇�𝑒𝑣𝑎𝑝 + �̇�𝑎(ℎ𝑎,𝑜𝑢𝑡 − ℎ𝑎,𝑖𝑛)         (12) 

If energy loss due to vapor diffusion is negligibly small, 

EHD drying could be considered a completely lossless 

drying technology. However, this assumption required 

thorough testing. The next section presents an introduction 

to the thermodynamic efficiency of energy use, based on 

the second law of thermodynamics or exergy analysis. 

C.  Exergy Analysis 

 

The concept of exergy analysis is extremely useful for 

open steady-state systems with renewable energy sources. 

It was successfully applied to the optimization of 

renewable energy systems [16], including solar [17] and 

heat pump dryers [18]. The starting point of exergy 

analysis is the exergy balance equation, which accounts 

for specific exergies at the input/output and internal 

heat/mass transfer: 

 

(1 −
𝑇𝑤

𝑇𝑎

) �̇�𝑎 +  𝐸�̇�𝑖𝑛 + ∑ �̇�𝑎

𝑖𝑛

𝐸𝑥𝑖𝑛

= �̇� + ∑ �̇�𝑎

𝑜𝑢𝑡

𝐸𝑥𝑜𝑢𝑡 + 𝐸�̇�𝑑𝑒𝑠𝑡  
(13) 

In this equation, the first term represents the exergy 

related to the heat transfer into the water from the air at a 

certain temperature 𝑇𝑎; 𝐸�̇�𝑖𝑛 indicates the electric exergy 
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flow (W), �̇� represents the energy used for water 

evaporation (W), 𝐸𝑥 indicates the specific exergy of the 

air at the input or output of the system (kJ/kg), and 𝐸�̇�𝑑𝑒𝑠𝑡  

is the exergy destroyed in the form of energy losses (W).  

Internal exergy loss due to irreversibility 𝛿𝐸𝑥 could 

be calculated as [19]:     

𝛿𝐸𝑥 = 𝑄
𝑇𝑎 − 𝑇𝑤

𝑇𝑎𝑇𝑤

𝑇𝑎                         (14) 

Considering the extreme case of 35 oC air 

temperature, the maximum exergy loss is calculated as 

4.9% of the overall exergy supply or 119 kJ per kg of 

evaporated water. A small part of exergy lost because of 

vapor diffusion in the surrounding air, Exau, could be 

calculated, knowing the air exchange in the drying system. 

The exergy efficiency of water evaporation is defined 

as the fraction of input exergy used for evaporation [19]: 

 𝜓𝑑𝑟𝑦𝑖𝑛𝑔 =
�̇�

�̇�𝑚𝑎𝑥

=  1 − 𝛿𝐸𝑥 ≈ 95% (15) 

EHD drying operates at ambient temperature and does 

not create any heat losses. Minimizing air exchange to 

values sufficient to maintain desirable relative humidity, 

we could achieve exergy efficiency up to 90-95%. In 

contrast, the exergy efficiency of a thermal convective 

dryer does not exceed 14%. Increasing the temperature of 

drying air leads to a higher rate of heat loss, thereby 

decreasing energy and exergy efficiencies. Table 1 

compares EHD drying with other drying technologies, 

using renewable energy sources [20]. 

Conclusions 

Our study confirmed the EHD effect on the decrease 

of water entropy at the gas-liquid interface. Energy 

analysis suggested SEC and COP as key performance 

indicators of EHD drying. Exergy analysis revealed that a 

major part of the energy for water evaporation comes from 

ambient air. Since EHD does not use or generate any heat, 

it is considered a completely lossless, highly sustainable 

drying technology, using renewable energy. 
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Table 1: Comparison of EHD drying to other sustainable drying 

technologies 

 EHD Solar 
Heat 

pump 
Geothermal 

SEC, kJ/kg 600-800 820-950 900-1600 1200-2000 

Exergetic 
efficiency,%  

90-95 33-55 15-21 21-42 
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Abstract- The electrohydrodynamic (EHD) deformation of viscoelastic (VE) droplets in microfluidic applications remains
largely unexplored compared to Newtonian (N) fluids, necessitating this mathematical analysis. This model predicts the EHD
behavior of a confined, suspended droplet based on known properties while maintaining physical consistency. A leaky dielectric
VE droplet in a VE medium under a DC electric field is analyzed within the Stokes flow regime, constrained to low electric
field intensity, small deformation, and Weissenberg number (Wi) ≤ 1. The electrical and hydrodynamic behaviors are gov-
erned by Laplace and Cauchy Momentum Equations, respectively, with the latter incorporating the Upper Convected Maxwell
(UCM) model. The influence of the weight parameter (δ) and confinement ratio (α) is assessed across Newtonian (N) and non-
Newtonian (NN) fluid combinations. Model predictions align with experimental findings, indicating minimal deformation in
N-NN systems and maximal in N-N cases, with NN fluids exhibiting greater streamline divergence than N fluids. These insights
aid microfluidic device design for industrial applications.

Keywords- Electrohydrodynamics (EHD), Upper convected Maxwell (UCM) Model, Weight Parameter (δ), Deformation
Parameter (D) .

I. INTRODUCTION

In recent decades, significant efforts have been devoted
to understanding the EHD of droplets suspended in another
fluid, driven by both fundamental curiosity and practical
relevance. These studies provide insights into various natu-
ral and engineered phenomena, ranging from fluid interac-
tions in dynamic environments to processes influenced by
electric fields, aiding advancements across multiple disci-
plines [1, 2].

This work explores the EHD of droplets in N and NN
viscoelastic (VE) media, deriving an approximate analyt-
ical solution that captures interfacial and rheological in-
teractions governing deformation and flow fields. Clas-
sic electro-hydrostatics theory [3] predicts prolate spheroid
deformation for perfect dielectric or highly conductive
droplets, while later studies introduced the leaky dielec-
tric model, which accounts for interfacial charge accumula-
tion and tangential electric stresses that drive fluid motion.
Experimental findings [4], however, revealed discrepancies
with theoretical predictions, prompting refinements through
higher-order corrections and charge transport models. De-
spite these efforts, a fully comprehensive analytical model
remains elusive.

Beyond N droplets, limited studies have addressed NN
EHD interactions. Experiments demonstrated reduced de-
formation under equivalent electrical stresses, highlighting
the influence of rheology, stress relaxation, and elasticity
[4]. Theoretical challenges stem from the nonlinear stress-
strain relationship and additional rheological complexities.
This study advances the field by incorporating a VE rhe-
ological equation into the governing EHD model, obtain-
ing deformation and flow expressions while accounting for
confinement effects. Using the UCM model [5], we analyze
configurations where (i) a N fluid surrounds a NN droplet,

(ii) a NN fluid surrounds a N droplet, and (iii) both phases
are NN. Our analytical predictions align well with experi-
mental results for small deformations, offering valuable in-
sights into EHD-driven droplet behavior in diverse applica-
tions.

II. PHYSICAL SYSTEM

Figure 1: The schematic depicts a spherical droplet, con-
fined within a rigid spherical container, with an applied
electric field along the z-axis in spherical coordinates.

Figure 1 depicts a spherical, VE, leaky dielectric droplet
(radius R1) suspended in an immiscible, VE, leaky dielec-
tric medium, confined within a concentric spherical con-
tainer (radius R2) with negligible wall-induced effects. The
system, neutrally buoyant and initially concentric, is de-
scribed in axisymmetric spherical coordinates (r, θ, ϕ),
where ϕ-dependence is absent under symmetric condi-
tions. However, a sufficiently strong electric field disrupts
concentricity, introducing non-axisymmetric flow and ϕ-
dependence.
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A weak, divergence-free, irrotational electric field ap-
plied along the z-axis ensures a negligible induced magnetic
field, maintaining the study’s validity for small deforma-
tions. In leaky dielectric fluids, charge accumulates at the
interface while the bulk remains effectively charge-free due
to a negligible charge relaxation time, yielding an electric
Reynolds number ReE ≪ 1.

To analyze interfacial dynamics, we employ property
ratios of the droplet relative to the surrounding medium,
including electrical conductivity (R), permittivity (S), and
zero-shear viscosity (λ). The governing equations are
nondimensionalized using characteristic scales for length,
velocity, time, pressure, electric potential, surface charge
density, and stress, facilitating mathematical tractability and
physical insight [1, 2].

All the mathematical equations related to the
present study have been compiled in the Supplementary
Information (SI).

III. METHODOLOGY

A. Electrical Phenomena: Governing Equations with As-
sociated Boundary and Interfacial Conditions

The governing equations for EHD stem from Gauss’
and Ampere’s laws, linking electric fields, charge distri-
bution, and current density. Poisson’s equation relates the
electric potential to charge distribution, while fluid motion
obeys mass and momentum conservation. For NN VE flu-
ids, the UCM model, coupled with the Navier-Stokes equa-
tion, facilitates analyzing droplet deformation under electric
fields.

In leaky dielectric systems, the bulk fluid remains
charge-free, decoupling electric and hydrodynamic equa-
tions, with interfacial momentum jumps addressing prop-
erty mismatches. The electric field, assumed irrotational
and divergence-free, satisfies Laplace’s equation, subject to
boundary and interfacial conditions ensuring charge con-
servation. Confinement effects, governed by droplet-to-
container size, shape the electric potential, solved via sepa-
ration of variables and Legendre functions.

The derived electric field expressions introduce a con-
finement correction factor, modifying field strength and dis-
tribution. Interfacial charge density, obtained through jump
conditions, ensures charge conservation. The applied field
induces normal and tangential stresses at the interface, gov-
erned by the Maxwell stress tensor, where stress discontinu-
ities drive deformation, contingent on the electrical property
mismatch between the droplet and surrounding fluid.

B. Hydrodynamic Phenomena: Governing Equations
with Associated Boundary and Interfacial Conditions

The motion of an incompressible fluid under an exter-
nal electric field follows the Cauchy momentum equation,
where the electrical body force arises from the Maxwell
stress tensor’s divergence. This force includes Coulomb in-
teractions, polarization effects, and electrostriction, though

in leaky dielectric fluids, interfacial charge accumulation
eliminates bulk Coulomb and polarization forces, leading
to EHD effects. Assuming constant electrical properties,
electrostriction is negligible.

In steady-state analysis, non-dimensionalization sim-
plifies the governing equation, particularly under creeping
flow, where viscous forces dominate. The equation applies
to both droplet and surrounding fluid, subject to boundary
and interfacial conditions ensuring velocity continuity, no
normal penetration, and stress balance to prevent interfa-
cial fracture. Droplet deformation, quantified by interfa-
cial curvature and the deformation parameter, D, depends
on the field-induced aspect ratio. For small deformations
(|D| ≪ 1), this framework elucidates EHD-driven interfa-
cial dynamics.

To incorporate rheological effects, the stress distribu-
tion follows the UCM model [5], where stress evolution
depends on relaxation time, viscosity, and mobility. Un-
der steady, symmetric conditions, the non-dimensionalized
UCM model expresses stress in terms of the rate of defor-
mation tensor and Weissenberg number (Wi). At low field
strengths (Wi ≤ 1), elastic forces remain subordinate to
viscous effects, allowing perturbative simplifications that
decompose stress into N and NN contributions.

For N flows at low Reynolds numbers (Re ≪ 1), the
momentum equation reduces to a balance of pressure gra-
dient and viscous forces, yielding the biharmonic stream
function. The interfacial conditions define the stream func-
tion in spherical coordinates, leading to expressions govern-
ing velocity fields and interfacial dynamics. Stress jumps
across the interface, determined via the stream function, de-
pend on viscosity ratios and boundary conditions, ensuring
force equilibrium.

The governing equations reveal that hydrodynamic
stress components inherently follow a sinθcosθ depen-
dency. A similarity solution analysis confirms that the
non-Newtonian tangential stress must also be a function of
sinθcosθ. Enforcing interfacial conditions on the assumed
stream function form imposes constraints, determining its
final expression. By systematically comparing trigonomet-
ric coefficients, the governing exponent parameters are re-
solved, yielding explicit stress and pressure jump formula-
tions in terms of Weissenberg numbers for both droplet and
medium.

C. Solution for the droplet deformation parameter (D)

The interfacial condition on tangential stress jump ex-
presses the total tangential hydrodynamic stress jump as a
balance between N and NN contributions. To quantify this,
δ is introduced, representing the fraction of N stress in the
total stress jump. The stress components are then defined
accordingly, showing how N and NN stresses adjust while
maintaining overall balance.

The N and NN parameters are derived in terms of δ,
with δ = 0.0 corresponding to purely NN stress and δ =
1.0 to purely N stress. The Non-Newtonian Index (NNI)
determines whether an electric field can induce flow in a
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NN droplet.
The interfacial condition on the normal stress jump

leads to an expression for D, which accounts for both N and
NN influences. The deformation parameter depends on cap-
illary number, EHD effects, and stress contributions, with
separate terms representing N and NN components.

IV. RESULTS

A. Validation of the Mathematical Model Against Existing
Experimental Studies

Figure 2a and Figure 2b illustrate the steady-state de-
formation (D) of a droplet in an unconfined domain un-
der varying capillary numbers (CaE), for different droplet-
medium combinations: EN, and NE, where E, and N de-
note purely elastic, and Newtonian fluids, respectively. The
model’s accuracy is validated against experimental data
from Ha and Yang [4], which investigated the R > S sys-
tem. According to Taylor [3], in such a system, a Newto-
nian droplet in a Newtonian medium deforms into a prolate
spheroid along the electric field due to dipole alignment,
leading to a positive D.

Figure 2: D as a function of electric capillary number
(CaE) for an unconfined droplet under a uniform electric
field: (a) Elastic droplet in a Newtonian medium (EN) with
Wi1 = 1.0, Wi2 = 0.0, and (b) Newtonian droplet in an
elastic medium (NE) with Wi1 = 0.0, Wi2 = 1.0. Fluid
properties are taken from Ha and Yang.

For small deformations (D < 0.1), our mathematical
model (black lines) closely aligns with experimental obser-
vations [31]. Figure 2a (EN case) examines a purely elas-
tic droplet (PAM solution in NaCl) suspended in a New-
tonian medium (silicone oil, viscosity 0.98 Pa·s) under a
uniform electric field. Here, shear-thinning effects dic-
tate viscosity variations. The model remains reliable up to
(CaE ∼ 0.18), beyond which deviations arise due to the
limitations of the small deformation approximation. No-
tably, viscoelastic droplets exhibit greater deformation than
purely elastic ones under identical conditions, as inherent
elasticity resists deformation, stabilizing the droplet.

At low Wi, viscous forces dominate, imparting fluid-
like behavior, while at higher Wi, elasticity prevails, impart-
ing solid-like characteristics, which stabilize the droplet and
hinder deformation under weak electric fields. Our analy-
sis restricts Wi ≤ 1.0 to maintain viscous dominance and
ensure effective deformation under applied fields.

For non-Newtonian systems, droplet stability is gov-
erned by the normal stress coefficient ratio between the
droplet and the medium. A higher ratio enhances droplet
stability, whereas increased elasticity in the surrounding
medium reduces this ratio, making the droplet more sus-
ceptible to deformation. Figure 2b (NE case) demonstrates
that an elastic surrounding medium stabilizes a Newtonian
droplet, further reinforcing the role of elasticity in modulat-
ing droplet deformation.

B. Variation of D with δ at different α for different combi-
nations of droplet and surrounding medium (i.e. Wi1
and Wi2)

The figure illustrates the variation of D with δ for dif-
ferent rheological combinations of the droplet and the sur-
rounding medium. The black, blue, and red curves rep-
resent cases where only the droplet, only the surround-
ing medium, and both phases, respectively, exhibit non-
Newtonian behavior.

Figure 3: D as a function of δ for different combinations of
droplet and surrounding medium at (a) α = 0.0, (b) α =
0.3, (c) α = 0.6, and (d) α = 0.9.

Deformation increases with δ, as a higher δ implies
an augmented Newtonian stress jump, thereby enhancing
deformation. Non-Newtonian fluids, due to their inherent
elasticity, stabilize the interface, reducing deformation. At
δ = 1.0, all cases converge, indicating a nullified non-
Newtonian stress jump, similar to the Newtonian case at
δ = 0.0.

The highest deformation is observed when only the
droplet is non-Newtonian, whereas the lowest occurs when
only the surrounding medium exhibits non-Newtonian be-
havior. When both phases are non-Newtonian, deforma-
tion remains intermediate. Increasing α (transitioning from
an unconfined to a confined state) modifies this trend: for
a non-Newtonian surrounding medium, deformation de-
creases, whereas for the other cases, it increases. With a
further increase in α from 0.3 to 0.6, deformation increases
in all cases. However, at α = 0.6, deformation decreases
with δ when the droplet is non-Newtonian and the surround-
ing medium is Newtonian.

With a subsequent increase in α from 0.6 to 0.9, defor-
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mation increases only when the droplet is non-Newtonian
and decreases for other cases. At α = 0.9, confinement
leads to shape reversal (from prolate to oblate) at low δ
when the surrounding medium is non-Newtonian, regard-
less of the droplet phase.

These trends arise from the interplay of electrical stress
jumps (due to polarization and Coulombic forces), Newto-
nian normal hydrodynamic stress jumps (influenced by α
and thermo-physical properties), and non-Newtonian nor-
mal hydrodynamic stress jumps (affected by Wi and δ).
Shape reversal occurs when the non-Newtonian stress jump
dominates the combined effects of Newtonian and electrical
stress jumps, which otherwise counteract each other, sup-
pressing deformation without inducing shape reversal.

C. Comparative Analysis of Streamline Patterns: Newto-
nian vs. Non-Newtonian Droplets at Varying Confine-
ment Ratios

Figure 4: Comparative analysis of streamlines for case
where both the droplet and the surrounding medium are
Newtonian at (a) α = 0.2, (b) α = 0.4, (c) α = 0.8 versus
when both are non-Newtonian at (d) α = 0.2, (e) α = 0.4,
(f) α = 0.8.

This section examines the streamline patterns within the
droplet and surrounding medium under varying confine-
ment ratios (α) and fluid rheologies. Figure 4 illustrates
these patterns for Newtonian (N-N) and non-Newtonian
(NN-NN) cases at different α values. The analysis adheres
to small deformation (|D| ≪ 1) and low Weissenberg num-
ber (Wi ≤ 1) constraints, ensuring symmetry in streamline
patterns, which results from the omission of higher-order
Wi terms that could otherwise introduce asymmetry.

For Newtonian systems, streamlines form closed loops,
with circulation in the droplet and medium occurring in op-
posite directions. In contrast, non-Newtonian effects al-
ter these patterns, inducing symmetry about either a hor-
izontal or vertical axis, leading to co-directional circula-
tions in adjacent quadrants. Confinement (α) further in-
fluences the streamline topology: while Newtonian media
maintain closed contours, non-Newtonian fluids exhibit a
transition from closed to open contours as α increases, sig-
naling a shift in flow dynamics. This transition underscores
the role of confinement in modifying stress distribution,
which is more pronounced in the surrounding medium than

in the droplet. Notably, streamline contours within non-
Newtonian droplets remain closed across all α values, high-
lighting the interplay between confinement and fluid rheol-
ogy in determining flow behavior.

V. CONCLUSION

The study analytically investigates the steady-state de-
formation and flow field of a confined non-Newtonian
droplet in a surrounding non-Newtonian liquid pool un-
der a weak DC electric field. Using the UCM model
in the Cauchy momentum equation, it incorporates non-
Newtonian effects to derive deformation and streamline ex-
pressions. Within the small deformation regime (Wi ≤ 1)
and Stokes flow, confinement is addressed via δ. The in-
terfacial stress jump, decomposed into Newtonian and non-
Newtonian components, governs deformation through α, δ,
and thermophysical properties. Validation against experi-
mental data confirms accuracy in an unconfined domain. A
formulated non-Newtonian index (ηN ) predicts flow feasi-
bility based on system properties and confinement, reveal-
ing distinct streamline patterns—four contours in Newto-
nian cases versus two in non-Newtonian cases. Shape re-
versal in N-NN and NN-NN configurations and enhanced
deformation in NN-N systems under strong confinement are
also observed. These findings advance understanding of
electrohydrodynamics (EHD) in confined non-Newtonian
droplets, with implications for microfluidic applications in
biological and industrial systems.
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Abstract- Ice accretion on aircraft surfaces is a critical issue when flying in cold weather conditions, posing significant
safety risks. One of the emerging deicing technologies proposed to address this challenge involves the use of surface dielectric
barrier discharge (DBD) plasma actuators. A DBD system consists of two electrodes separated by a dielectric layer: one
electrode is exposed to the surrounding air, while the other is embedded within the dielectric material. In this work, we explore
through numerical modeling the possibility of using the thermal effects produced by these devices for deicing and anti-icing
purposes. We investigate several key parameters, including the joule heating generated by the plasma discharge in the gas, the
average position where energy is deposited, and the average duration of energy transfer. Under dry air conditions, we perform
numerous simulations using various chemical kinetic models to quantify the errors associated with the reduced model. This
study highlights the significant role that photoionization plays in streamer dynamics, demonstrating that its integration into
the chemical model is essential. Additionally, the influence of boundary conditions on the simulation domain is examined. The
results indicate that a reduced domain can be utilized to decrease the simulation time without affecting plasma discharge and
energy deposition. A humid air chemistry model is developed based on the water vapor description found in the literature.
The influence of varying percentages of water vapor in the air on the heat deposited by the DBD was then investigate. We also
conduct simulations with ice/water, modeled as a dielectric material. We observe that the streamer can propagate along the
surface of the ice/water and deposit energy at this interface.

Keywords- gas discharge physics, low-temperature plasmas, streamer, icing, DBD nanosecond.

I. INTRODUCTION

The accumulation of ice in flight conditions reduces
aerodynamic performance by increasing drag and reducing
lift. It can even lead to aircraft stall. Aircraft manufacturers
are therefore required to demonstrate the airworthiness
of their aircraft within the framework of increasingly
stringent certification regulations. The use of dielectric
barrier discharges for anti-icing or de-icing is an innovative
and recent idea [1], stemming from research on plasma
actuators studied for flow control in aeronautics. It seems
to be a promising solution for preventing the formation and
accumulation of ice. Two types of DBD plasma actuators
exist: (1) alternating current driven (AC-DBD) and (2)
high voltage repetitive nanosecond pulse driven (ns-DBD).
Despite having a similar setup, AC-DBD and ns-DBD
function in distinct ways. AC-DBD creates an airflow
along the surface, while ns-DBD generates a sudden
thermal effect that triggers a localized compression wave.
Initial research has primarily investigated AC-DBD plasma
actuation [2, 3]. More recently, preliminary studies [5, 4]
have explored the potential of ns-DBD plasma actuators
for aircraft icing mitigation by leveraging their ultra-fast
heating mechanisms.

In this paper, we investigate the use of nanosecond
dielectric barrier discharge plasma actuators for deicing
and anti-icing applications through numerical modeling.
The first section describes the physical model used to

simulate plasma discharge. Then, we present the general
configuration of the system employed in the simulations.
Next, we analyze the influence of photoionization on
discharge dynamics and energy deposition. In the section
that follows, we extend the study to humid air simulations
to assess the impact of water vapor on plasma behavior.
We then present simulations incorporating ice, detailing
the ice modeling approach and analyzing the interaction
between the plasma discharge and the ice surface. Finally,
we examine energy dissipation mechanisms, focusing on
the fraction of Joule heating that effectively contributes to
gas heating.

A. Plasma Model

This section describes in detail the physical and numeri-
cal basis of the model in the plasma solver ”Plasmasim”
[10, 11], developed at Laplace.
The modeling of dielectric barrier discharges is based on
solving a system of fluid equations, including continuity
and drift-diffusion equations, for each plasma species (elec-
trons, ions, and excited neutrals). These equations are cou-
pled with Poisson’s equation to account for the deformation
of the applied electric field due to plasma charges. The
number of species considered separately depends on the
gas type and the desired level of detail. Since the neutral
gas remains weakly ionized and evolves on a much slower
timescale than the plasma, it is treated as a fixed background
in plasma simulations.
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For each species j, the particle density is solved from the
continuity equation and the species number flux Γj is given
by the momentum balance which is approximated by the
drift diffusion equation:

∂nj
∂t

+∇·(Γj) = Sj with Γj = sign(qj)njµjE−Dj∇nj
(1)

where nj is the density number of species j, qj is the
species charge, µj and Dj are the species mobility and
diffusion coefficient respectively, Sj is the net rate of pro-
duction of species j due to chemical reactions, given by
Sj =

∑
kNj,kRk. Here, Nj,k is the net number of parti-

cles of species j created or lost in one reaction event of type
k and Rk is the reaction rate. The reaction rate is proporti-
nal to the densities of the reacting particles.
The electric field is derived from the electric potential, ob-
tained via the Poisson equation:

∇ · (εE) = ρ =
∑

j

qjnj ; E = −∇ϕ

where ε is the dielectric permittivity, ρ is the volumic charge
induced by the charged species and ϕ, is the electrical po-
tential. It is assumed that the boundary conditions allowing
the Poisson equation to be solved are either of Dirichlet type
(anode and cathode) or of Neumann type (exterior bound-
aries).
Finally, since we use the local energy approximation (LEA)
model, we introduce an additional equation for the average
electron energy:

∂neε̄e
∂t

+∇·
(
5

3
neweε̄e −

5

3
neDe∇ε̄e

)
= −qnewe ·E+C

(2)
where the term C groups together the effects of collisions

II. NUMERICAL SETUP

In this study, the numerical simulations are performed
within a computational domain of 30 mm × 3 mm. A uni-
form square mesh is applied in the x-direction, while a non-
uniform mesh is used in the y-direction, with local refine-
ment just above the dielectric surface. A standard nanosec-
ond dielectric barrier discharge configuration is considered.
The electrode system used in the simulation is schemati-
cally shown in Figure 1.

Figure 1: (a) Configuration of a nanosecond dbd, (b) voltage ver-
sus time at the anode

The exposed electrodes have a length of 2 mm and a
thickness of 50 µm and the encapsulated electrode is im-

posed as a boundary condition, meaning it has no thickness
and a length of 28 mm. The dielectric layer, which sepa-
rates the electrodes, has a thickness of 0.3 mm. The voltage
applied to the anode follows a voltage ramp, as shown in
Figure 1(b).

III. RESULTS

A. Effect of chemical kinetic models on NS-DBD plasma
discharge

The numerical simulations of nanosecond dielectric bar-
rier discharge plasma depend on the choice of chemical ki-
netic models. To evaluate their influence on the discharge,
four chemical kinetic models are considered: the chemistry
developed by Zhu [7], which includes 13 species and 38 re-
actions; the chemistry proposed by Pancheshnyi [6] with 10
species and 15 reactions ; a reduced model proposed by J.
Leboeuf [8] with only 4 species and 4 reactions; and finally,
a reduced model that incorporates photoionization.
In order to assess the effects of these different chemical
kinetic models, several key parameters were evaluated us-
ing the solver. These parameters provide insight into how
the energy is deposited within the plasma and how the dis-
charge evolves over time. The following parameters were
analyzed:

1. The deposited energy integrated over y along the di-
electric:

U =

∫

y

(∫ τ

0

P (t)dt

)
dy (3)

2. Mean time and position of energy deposition:

t̄ =

∫
y

(∫ τ

0
P (t)t dt

)
dy

∫
y

(∫ τ

0
P (t)dt

)
dy

; ȳ =

∫
y

(
yj
∫ τ

0
P (t)dt

)
dy

∫
y

(∫ τ

0
P (t)dt

)
dy

(4)

3. Standard deviation of position and time of energy de-
position

σt =

√
t̄2 − (t̄)2;σy =

√
ȳ2 − (ȳ)2 (5)

Figure 2: Spatial distribution of energy deposited along the di-
electric for the different chemical kinetic models (legend: ”4R”
[8] refers to the 4R chemical kinetic model, while ”4R photo” rep-
resents the same model with added photoionization. ”Zhu” [7] and
”Pancheshnyi” [6] correspond to the chemical kinetic models pro-
posed by Zhu and Pancheshnyi, respectively.)
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Figures 2 and 3 respectively illustrate the temporal evo-
lution of the discharge current and the spatial distribution of
deposited energy along the dielectric for the different chem-
ical kinetic models. It can be observed that the 4R model,
which is the only one that does not account for photoioniza-
tion, exhibits a significantly different current profile com-
pared to the others. Notably, it presents a peak around 175
J/m³, which is more than twice the amplitude of the peaks
observed in the other models. This higher current peak di-
rectly influences the deposited energy.

Figure 3: Comparison of the time current according to different
chemical kinetics

Moreover, without photoionization, the streamer re-
mains very narrow, extending only about 10 µm, whereas
with photoionization, its thickness increases to the order
of 1 mm. This significantly impacts the energy deposition
height. Without photoionization, energy is deposited much
closer to the dielectric within a narrow region ( 5 µm), while
in other cases, deposition occurs over several tens of mi-
crometers ( 30-60 µm).

B. Effect of Water Vapor Fraction on Plasma Discharge

Figure 4: Comparison of the time current according to different
molar fractions of H2O

For this study, a chemical kinetic model incorporating
water vapor was developed, building upon Zhu’s model [9].
To investigate the influence of water vapor content on dis-
charge dynamics, a series of simulations have been con-
ducted with varying water vapor fractions. this includes
extreme (unrealistic) cases such as one with 10% water va-
por, which corresponds to a relative humidity of 433%, in

order to visualize its impact on the discharge. The results
show that the water vapor fraction has a negligible impact
on both the discharge dynamics and energy deposition. No-
tably, the influence becomes discernible only for unrealis-
tically high water vapor levels. To illustrate this, Figure
4 presents the discharge current as a function of time for
the different simulations, demonstrating that the water va-
por fraction has minimal effect. for the sake of concisness,
the complete set of results is omitted here. Overall, these
findings indicate that including water vapor in the chemical
kinetics is not crucial for accurately modeling the streamer
discharge and estimating energy deposition, its magnitude,
and the time at which energy is deposited

C. Numerical simulation in the presence of ice

In this section, numerical simulations are conducted to
investigate the impact of ice on plasma discharge behavior.
To account for the presence of ice, a dielectric layer repre-
senting ice is introduced into the simulation domain Since
the response time of ice is approximately 2× 10−5 s, while
the simulation timescale is only 30 ns, the ice does not have
sufficient time to polarize in response to the variations of the
electric field. Due to this significant timescale difference, it
can be effectively modeled using a constant permittivity of
εi = 3.

Figure 5: Schematic of the DBD discharge device in the presence
of ice partially covering the dielectric.

Figure 6: a) Potential field and b) Electron density field at time
t=10 ns.

The initial setup remains unchanged, with the addition
of an thin laye of ice, as illustrated in Figure 5. A layer
of ice, with a thickness of 10 µm, is added and partially
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covers the electrode and the dielectric. Between the dielec-
tric and the ice, there is a thin layer of air. Figure 6 shows
the potential and the electronic density of the discharge. In
the presence of ice, the discharge initially develops within
the air gap between the dielectric and the ice. The electric
field ionizes the air in this gap, creating a streamer. How-
ever, the discharge does not immediately propagate above
the ice. Once the gap is fully ionized and the discharge
has developed, the electric field becomes strong enough to
bridge the gap and extend over the ice surface. At this point,
the discharge moves above the ice, ionizing the air above it.

D. Analysis of dissipated energy

In this study, the goal is to evaluate the fraction of
energy dissipated by plasma discharges that actually con-
tributes to heating the gas. During the discharge, electrical
energy is transferred to the plasma through the acceleration
of the charged particles. The energy that is thus consumed
by the particle species p is

Wp =

∫

time

∫∫∫

vol

qpΓp · Ed3V dt (6)

where q is the particle charge, Γ is the particle flux, and E
is the electric field
It was found that 98.23% of the energy is absorbed by the
electrons, while 1.77% is absorbed by the ions. The en-
ergy absorbed by the ions contributes directly to the heating
of the gas. Subsequently, we studied the electron-molecule
collision reactions involvingN2 andO2 molecules. The en-
ergy that is used for a reaction r is:

Wr =

∫∫∫

vol

ε̄Rrd
3V dt (7)

where ε̄ is the threshold energy, Rr is the reaction rate.
High-energy electrons can excite these molecules through
inelastic collisions, resulting in energy transfers that, un-
der certain conditions, contribute to the heating of the gas.
Electron collisions can lead to the excitation of electronic
levels, as well as vibrational and rotational states of the
molecules. These excitations can then be converted into
heat through relaxation processes, including vibrational
and rotational relaxation, where the energy from the ex-
cited states is converted to translational motion of the gas
molecules, increasing the temperature of the gas.
Through calculations, it has been determined that the min-
imum amount of energy transferred to the gas corresponds
to approximately 60% of the total Joule heating effect. This
indicates that, from the total energy dissipated by the Joule
effect in the discharge, around 60% is effectively utilized
for heating the gas, while the remainder may be involved in
other processes such as ionization

IV. CONCLUSION

We have modeled a ns-DBD. Through an analysis of
chemical kinetics, the importance of considering photoion-

ization in streamer discharges was highlighted. The ana-
lyzed parameters revealed that energy deposition is signif-
icant and occurs almost instantaneously, localized within
just a few micrometers. Subsequently, we used Zhu’s hu-
mid air chemical kinetics to simulate plasma discharges in
an icing environment. We observe that a very high water va-
por fraction was required to start seeing an effect on energy
deposition. Ultimately, considering water vapor in plasma
discharge simulations does not significantly alter the dis-
charge dynamics. Finally, we investigated which part of
the energy contributes to heating the gas. According to
our estimates, at least 60% of the Joule effect contributes
to gas heating. Based on these findings, it will be possi-
ble to integrate a source term into ONERA’s de-icing code,
IGLOO2D to evaluate the ice accreation.
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I. INTRODUCTION 
 
In recent years, water treatment using discharged 

plasma has garnered increasing research attention [1, 2]. 
One key advantage of this plasma-based water treatment 
is the production of hydroxyl (OH) radicals—reactive 
species with short lifespans—within the water medium or 
near its surface during the plasma process. Although OH 
radicals are powerful oxidizing agents, their short 
lifespans typically limit their effectiveness in water 
treatment applications. However, in plasma systems, the 
proximity of OH radicals to the water medium enables 
their effective utilization for treatment. 

We used pulsed plasma generated in a nitrogen–
oxygen (N2–O2) gas mixture to decompose acetic acid in 
solution. Acetic acid was selected as a model compound 
representing persistent organics. The distance between 
each needle electrode tip and the water surface was set to 
5 mm, and plasma was generated from all electrodes 
toward the water surface. In the plasma generation region, 
both short-lived (e.g., OH, NO2, and NO) and long-lived 
(e.g., O3, H2O2, NO3

−, and NO2
−) chemical species were 

produced. Lukes et al. used phenol and E. coli to 
investigate the associated aqueous-phase chemistry and 
clarify the role of air discharge plasma in producing 
chemical and biocidal effects on these organisms in water 
[3]. 

In this study, we investigated the reaction mechanisms 
of chemical species generated during plasma-based water 
treatment. To this end, pulsed plasma was produced by 
varying the N2–O2 gas ratio. Subsequently, acetic acid 
decomposition and the measurement of long-lived species 
concentrations were conducted. 

 
II. EXPERIMENTAL APPARATUS AND METHOD  

 
Fig. 1 presents a schematic of the reactor used in our 

experiment. This discharge reactor was equipped with a 
high-voltage electrode at the top and a ground electrode at 
the bottom. Stainless-steel needles were used as high-
voltage electrodes, while a stainless-steel plate served as 
the ground electrode. Each needle electrode had an outer 

diameter of 1 mm, and a total of 91 electrodes were 
installed. When 20 mL of water was added, the distance 
between the water surface and the needle electrode tips 
was 4 mm. 

Fig. 2 presents a schematic of the electrical circuit. 
When a high-voltage DC was applied to the reactor and 
gap switch, electrical breakdown first occurred at the gap 
switch. This was followed by the application of a steep 
voltage pulse to the reactor, which generated plasma. The 
repetition frequency of the discharge was approximately 
1.2 kHz. The liquid to be treated during the experiment 
was an aqueous solution of acetic acid, used as a model 
persistent organic compound. This solution was prepared 
by dissolving acetic acid in ion-exchanged water to a final 
concentration of 25 mg/L. The corresponding total organic 
carbon (TOC) concentration was approximately 10 mg/L. 
During processing, an N2–O2 gas mixture was supplied to 
the reactor at a flow rate of 100 mL/min. The N2–O2 
mixture ratios used were 10:90, 25:75, 50:50, and 75:25. 
The voltages applied to the reactor and gap switch were 
measured using a voltage probe (EP-100K, Pulse 
Electronic Engineering). The discharge current was 
calculated based on the voltage across a 1 kΩ resistor. The 
TOC concentration of the aqueous acetic acid solution 
during treatment was measured using a TOC analyzer 
(TOC-2300, HIRANUMA). Gaseous ozone 
concentrations were measured using a detector tube 
(182SA, Komyo Rikagaku Kogyo). The concentrations of 
H2O2 and HNO2 generated in the solution were measured 
using both a pack test (WAK-H2O2 and WAK-NO2, 
Kyoritsu Riken Co., Ltd) and a digital pack test (DPM2-
H2O2 and DPM2-NO2, Kyoritsu Riken Co., Ltd). 

 
 
 
 
 
 
 
 
 

Fig. 1. Schematic of the reactor. Fig. 2. Electrical circuit. 
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Abstract-This study examined the decomposition behavior of acetic acid using pulsed plasma generated in a 

nitrogen–oxygen (N2–O2) gas mixture. The liquid to be treated during the experiment was an aqueous solution of 
acetic acid, used as a model persistent organic compound. Pulsed plasma was generated by varying the N2–O2 

mixing ratio. Plasma was produced on the surface of the acetic acid solution, and treatment was conducted for 30 
min. The initial concentration of acetic acid was approximately 25 mg/L, corresponding to a total organic carbon 
(TOC) concentration of approximately 10 mg/L. The highest decomposition rate of acetic acid was observed at an 
N2–O2 ratio of 25:75. At this ratio, the TOC decomposition rate was 45%. These results suggest that the gas mixture 
ratio influences the formation of hydroxyl radicals. Investigations into the reaction mechanisms at the gas–liquid 
interface are underway. 
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III. RESULTS 
 
Fig. 3 presents the decomposition rate of acetic acid, 

based on changes in the TOC concentration. Across all 
cases, the discharge time was set to 30 min. As 
illustrated, the decomposition rate varied with the N2–
O2 gas mixture ratio. 

 
Fig. 3 Decomposition rate of acetic acid as indicated by 

changes in the TOC concentration. 
 

Fig. 4 and Fig. 5 illustrate the changes in H2O2 and 
HNO2 concentrations in the solution over time. Notably, 
the rate of increase in their concentrations differed 
depending on the gas mixture ratio. Specifically, when the 
N2:O2 ratio was 25:75—the condition under which acetic 
acid was most effectively decomposed—the 
concentrations of H2O2 and HNO2 were lower than those 
observed under other gas mixture ratios. 

 
Fig. 4 H2O2 concentration as a function of time. 

 
Fig. 5 HNO2 concentration as a function of time. 

 Fig. 6 illustrates the change in gaseous ozone 
concentration in the reactor over time. As depicted, the 
ozone concentration was relatively high at N2–O2 mixture 
ratios of 25:75 and 50:50. Dissolved ozone was below the 
detection limit at all mixing ratios. 

 
Fig. 6 Gaseous ozone concentration as a function of time. 

 
Notably, the decomposition of acetic acid did not 

solely improve with increasing ozone concentrations. 
Instead, it was also likely influenced by OH radicals 
produced through reactions among various chemical 
species in the liquid phase. As reported by P. Lukes et al., 
H2O2 and HNO2 react to form peroxynitrite, which 
subsequently decomposes to generate OH radicals. A 
similar reaction may have occurred under the present 
conditions. 

 
V. CONCLUSION 

 
In this study, plasma generated in an N2–O2 gas 

mixture was used to decompose acetic acid in an aqueous 
solution. An analysis of the decomposition rate of acetic 
acid and the formation trends of chemical species such as 
H2O2 revealed that the most pronounced decomposition 
occurred at an N2–O2 ratio of 25:75. Investigations into the 
decomposition mechanism of acetic acid are underway, 
and corresponding details will be shared during the 
presentation. 
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I.  INTRODUCTION 
 

Electrohydrodynamic (EHD) drying is an emerging 

technique that enhances moisture removal from materials 

by applying a high-voltage electric field. Unlike 

conventional thermal drying, EHD relies on ion-induced 

air movement, which improves drying efficiency at lower 

temperatures, making it especially suitable for heat-

sensitive materials [1]. A critical factor influencing EHD 

performance is the dielectric environment between 

electrodes, as it affects electric field distribution and 

charge movement. 

 

In practical applications, drying often involves moist 

materials with non-uniform compositions. These can 

create a polarization layer, a region within the material 

where dipole alignment under an electric field alters the 

system's dielectric properties [2]. Such layers may impact 

the electric force distribution, charge accumulation, and 

drying rate. However, the exact role of the polarization 

layer in EHD drying remains poorly understood. 

 

II. METHODOLOGY 

 

This study investigates the influence of polarization 

layer and electrode geometry on electrostatic interactions 

by comparing various discharge electrode configurations 

and introducing wet tissue layers. Through force 

measurements and capacitance analysis, the capacitance 

of each setup (air only, wet tissues, and different electrode 

types) is determined. This approach provides insights into 

how dielectric layering and emitter design affect the 

performance and optimization of EHD drying systems. 

The experimental setup includes a high-voltage DC 

power supply (Universal Voltronics, Atlanta, IL, USA), a 

discharge electrode system composed of either a flat plate 

or various pin arrays with different emitter densities 

(Table 1), and a stainless-steel ground electrode (23×16 

cm) positioned 4 cm away. The discharge electrodes are 

fixed and electrically insulated from the frame, while the 

ground electrode rests on a precision digital balance 

(Adam Equipment, HCB1002), supported by plastic rods 

and plexiglass to mitigate electric field interference (Fig. 

1). The digital balance enables reliable and simple 

measurement of the electrostatic force between electrodes 

without disturbing the electric field [3]. 

 

The voltage was incrementally increased from 0 kV in 

1 kV steps, up to a level just below ionization inception 

for pin electrodes, or before electrical arcing occurred for 

plate electrodes. At each step, the electric current and the 

change in mass were recorded. Each experiment was 

repeated three times, and the average of the mass readings 

was used for analysis. Two configurations were tested: (1) 

an air gap only, and (2) an air gap partially replaced by a 

layer of wet tissues. 

 

When using wet tissues, water evaporation from the 

surface also contributes to the observed weight changes 

during the experiment. To account for this, the residual 

mass remaining on the digital balance after turning off the 

voltage was recorded. The evaporation-induced weight 

loss was separated from the electrostatic force 

measurements by adjusting the recorded values based on 

the final residual mass reading. Ambient relative humidity 

was 46.5%, and the moisture ratio for wet tissues was 4.8 

g/g.  

The impact of the polarization layer on electrohydrodynamic drying efficiency 
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Abstract- This study investigates the influence of a wet dielectric layer on electric behavior in an 

Electrohydrodynamic (EHD) drying setup. Using a pins-to-plate electrode configuration, experiments compared 

setups with and without a wet tissue layer. The wet layer increased the system’s capacitance, enhancing charge 

storage, while most of the voltage drop remained across the air gap. These findings offer insights into how material 

polarization affects electric field distribution and energy dynamics in EHD drying.  
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Table 1. Characteristics of pin electrodes. 

Electrode  Cell size, cm Grid, rows Number of pins Emitters' density, pins/m2 

#1 1×1 11×13 143 7536 

#2 2×2 6×7 42 2213 

#3 3×3 4×6 24 1265 

#4 6×6 2×3 6 316 
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In both cases, the attractive force between the 

electrodes was interpreted as an electrostatic interaction 

and the electric charge Q on each electrode was calculated 

using the relation: 

 

𝑄 = √2𝜀0𝐴𝐹                            (1) 

 

where 𝜀0 is the vacuum permittivity, 𝐴 is the area of 

the electrode, and 𝐹 is the electrostatic force calculated 

from the mass change. 

 

The capacitance was determined by plotting 𝑄 versus 

applied voltage 𝑉, where the slope of the line yields the 

capacitance. For the second configuration, which includes 

both air and wet tissues as dielectric layers, the total 

capacitance was used alongside the known air-only 

capacitance to isolate the capacitance of the wet tissue 

layer. The voltage drop across each dielectric was 

subsequently calculated using the capacitive voltage 

division rule. This approach enables a comparative 

assessment of dielectric behavior in the presence and 

absence of a moisture layer. 

 

III. RESULTS 

 

The capacitance and electrostatic force were 

compared between a plate-to-plate configuration and 

various pin-to-plate electrode configurations, all at a fixed 

4.0 cm gap. The plate-to-plate setup exhibited the highest 

capacitance (11.97 pF) due to its continuous surface area, 

while the capacitance decreased progressively for pin 

arrays with larger cell sizes: 8.97 pF for the 1×1 cm array, 

7.86 pF for 2×2 cm, 6.93 pF for 3×3 cm, and 4.69 pF for 

6×6 cm configurations. This decrease in capacitance is 

attributed to the reduced effective emitter area and 

increased field localization around the pins. 

 

The effect of pin density on the electric field 

distribution and electrostatic attraction is illustrated by the 

simulated equipotential lines. In the case of 2×2 cm pin 

spacing, the electric field is stronger and more uniformly 

distributed across the electrode surface, leading to a larger 

cumulative attraction force on the counter electrode. In 

contrast, for the 4×4 cm spacing, the electric field is more 

isolated around each pin, resulting in a weaker overall 

electrostatic force (Fig. 3). 

 

The effect of introducing wet tissue layers between 

the discharge and counter electrodes is shown in Fig 4. As 

the thickness of the wet tissue increases from 3 mm to 9 

mm, the attractive force (reflected as mass change) 

becomes more negative at each voltage step, indicating a 

stronger electrostatic attraction. Correspondingly, the 

calculated charge also increases with the presence of wet 

tissues, as seen in the charge–voltage plot. The slope of 

 

Fig. 1.  Front view of experimental setup. The grounded 

electrode is placed on digital scale. 

 

 
Fig. 2. Mass change and accumulated charge as a function of applied voltage for plate-to-plate and various pin-to-plate electrode 

configurations. Capacitance and attractive force decrease with lower pin density. 
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the fitted lines reveals that the system capacitance slightly 

increases with greater tissue thickness, from 11.9 pF (no 

tissues) to 12.6 pF (3 mm tissues) and 12.9 pF (9 mm 

tissues), demonstrating the contribution of the wet 

material to the overall dielectric properties of the gap. 

 

Unlike the previous cases where only electrostatic 

forces were present, Figures 5(a) and 5(b) show results 

under conditions where ionization also occurs. In Figure 

5(a), as the applied voltage increases, the attractive force 

between the electrodes strengthens until ionization begins. 

This transition is marked by a rapid rise in current and a 

noticeable shift in mass measurements. At this point, the 

onset of ionic wind generates a downward force on the 

digital scale, resulting in a positive weight change. In both 

scenarios, the start of ionization coincides with a sharp 

increase in current, which becomes audible as a pulsing 

discharge near 14 kV. By 16 kV, the sound becomes 

continuous and much louder, indicating sustained 

ionization. 

 

Figure 5(b) illustrates the mass change and current 

behavior after ionization starts. Although evaporation 

from the wet tissues is present even before ionization, the 

onset of ionic wind accelerates the evaporation rate. The 

resulting mass loss partially offsets the positive force 

exerted by the ionic wind, causing the weight change to 

remain negative throughout the experiment despite the 

downward airflow. 

 

IV. DISCUSSION 
 

From the slope of each line, the system capacitance was 

determined. For the air-only configuration, the 

capacitance was 11.97 𝑝𝐹. Introducing a 0.3 cm layer of 

wet tissue, which reduced the air gap to 3.7 cm, increased 

the overall capacitance to 12.6 𝑝𝐹. Adjusting for the 

shortened air gap, the calculated capacitance of the air 

portion alone would be approximately 12.9 𝑝𝐹. Based on 

the series capacitance model, the equivalent capacitance 

of the 3 mm wet tissue layer was estimated to be 551 𝑝𝐹, 

indicating a strong dielectric contribution from the moist 

material. For thicker wet tissues (9 mm), the capacitance 

was calculated to be 80 𝑝𝐹. The corresponding voltage 

drops across the wet tissues were 2.3% and 16.2% 

respectively, confirming that most of the applied voltage 

is still concentrated across the air gap. 

 

 
 

Fig. 5.  Mass and current measurements in case of (a) air gap 

only, and (b) air and wet tissues in the gap. 

 

Fig. 3. Simulated equipotential lines for pin arrays with 2×2 cm 

(left) and 4×4 cm (right) spacing, showing stronger and more 

distributed electric fields with higher pin density. 

 

 

Fig. 4. Mass change and accumulated charge as a function 

of voltage for no tissue, 3 mm wet tissue, and 9 mm wet 

tissue cases, showing increased attraction force and 

capacitance with thicker wet layers. 
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The observed increase in overall capacitance when 

introducing a wet tissue layer is consistent with basic 

electrostatic principles. The presence of a dielectric 

material with a higher permittivity than air increases the 

ability of the system to store charge at the same voltage. 

Although the tissue layer is thin compared to the air gap, 

its high moisture content enhances polarization, 

contributing disproportionately to the total capacitance. 

This layered configuration leads to a redistribution of the 

electric field, where most of the voltage still drops across 

the air, while the wet tissues hold more charge. 

 

From a practical standpoint, this behavior has 

important implications for EHD drying. A higher system 

capacitance implies stronger surface polarization effects, 

which can influence moisture movement at the interface. 

However, the fact that the wet layer experiences minimal 

voltage drop means the electric stress within the material 

remains low, potentially preserving structural integrity 

while still enhancing drying through interfacial 

mechanisms. 

 

Preliminary experiments with the drying of wet 

material, using different electrodes, are presented in Fig.6 

It follows that different spacing between emitters 

results in different inception voltages. Inception voltage 

was smaller for a 2x2 discharge electrode, increasing to 7 

kV for 1x1 pin electrode. This could be related to the 

different charges on the surface of the wet material. Pin 

density of 1x1 discharge electrode is closer to the plate-to-

plate system, which requires a larger electric field 

intensity to initiate discharge. 

 

 

V. CONCLUSION 
 

This study showed that even a thin wet layer can 

significantly alter the electrical behavior of an EHD 

system by increasing its capacitance and influencing field 

distribution. The fact that most of the voltage drops across 

the air gap while the wet material contributes heavily to 

capacitance highlights the strong polarization at the air–

material interface. This interfacial polarization may play a 

role in moisture transport and drying enhancement. 

Understanding and controlling this effect could help 

design more efficient EHD drying systems by maximizing 

interfacial interactions while minimizing internal electric 

stress on the material.  
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Fig. 6. Drying flux, generated by discharge electrodes with 

1×1 cm and 2×2 cm spacing. 
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I.  INTRODUCTION 
 

Applying high voltage to an insulating refrigerant 

promotes flow and heat transfer due to Coulomb forces 

and dielectrophoretic (DEP) forces. O'Connor and 

Yagoobi enhanced heat transfer in liquid film flow boiling 

by pulsating DEP generated with a slit electrode [1]. 

When a high voltage is applied between vertical 

parallel plate electrodes immersed in an insulating 

refrigerant, the liquid level between the electrodes rises 

against gravity due to the DEP force [2]. In the case of DC, 

it is known that the height of the rise is proportional to the 

square of the applied electric field. However, the speed of 

movement of the liquid-vapor (L-V) interface when a 

time-varying electric field is applied is unknown. In phase 

change heat transfer, the L-V interface velocity is one of 

the most important parameters governing the phenomenon 

[3, 4]. Therefore, in this study, we investigate the use of 

dielectrophoresis to increase the L-V interface velocity. In 

this paper, we measured the behavior of the L-V interface 

oscillation driven by wavy DEP forces. 

 

II. METHODOLOGY 

 

The electrode is an indium tin oxide (ITO) thin film 

deposited on a glass substrate. The size is 100 mm × 100 

mm. Two electrodes were placed in a plastic container in 

a vertical upright position and the electrode gap was kept 

uniform at 2 mm (Fig. 1). The experiment was conducted 

in a vacuum test chamber. The container was filled with a 

constant amount of refrigerant. The electric field is applied 

parallel to the L-V interface. The time-varying DEP force 

acts on the L-V interface in the direction opposite to 

gravity. 

The interface oscillation was filmed by the backlight 

method using an LED light and a high-speed camera. The 

area of the recorded images was 19 mm × 51 mm. The 

recorded images were processed by binarization to obtain 

the position data of the interface at each time. The applied 

voltage and current were measured synchronously with 

 
Fig. 1.  Experimental setup for visualization of liquid-vapor 

interface oscillations in parallel plate electrodes. 
 

the camera. 

The applied voltage is an offset sine wave and the 

peak voltage is Vpp = 6 kV. The frequency of the applied 

voltage, f was varied between 1 Hz and 100 Hz. The 

working fluid is HFE7100. 

 

III. RESULTS AND DISCUSSION 

 

At f = 1 Hz, the interface reached its maximum height 

in half a period (t = 4/8 T) while remaining horizontal and 

returned to its initial position in one period (t = 8/8 T), as 

shown in Fig. 2a. The initial position is equal to the height 

at no voltage load. The amplitude, which is the difference 

between the highest and lowest level was 12 mm (Fig. 3). 

With increasing frequency up to 5 Hz, the highest level 

and the amplitude of the interface oscillation were 

decreased. At f = 10 Hz, the interface behavior changed 

significantly. The interface shape appeared as a standing 

wave, as shown in Fig. 2b. This is called the DEP 

resonance mode in this study, while the interface 

oscillation at lower frequency is the horizontal oscillation 

mode. In the DEP resonance mode, the period of the 

interface oscillation was twice that of the voltage,  
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Abstract- In liquid-vapor (L-V) phase change phenomena, the velocity of the L-V interface motion is an 

important factor governing the phenomena. In this study, we experimentally investigated how much L-V interface 

velocity can be obtained by wave dielectrophoresis. Time-varying high voltages are applied to an insulating liquid 

between parallel plate electrodes to induce dielectrophoresis at the L-V interface, and the L-V interface behavior 

is visualized using a backlight method. The results showed that the appearance of the interface oscillation varied 

greatly depending on the frequency of the voltage: The interface oscillated up and down while maintaining a 

horizontal shape, and the interface oscillated with standing waves. The amplitude of the interface was found to be 

larger for the standing wave oscillation. 
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Fig. 3.  Maximum amplitudes, which are the difference between 

the highest and lowest levels, as a function of voltage frequency. 

The open and closed circles show the DEP resonance mode and 

the horizontal oscillation mode, respectively. 

 

therefore, it is shown as 2T in Fig. 2b. After reaching its 

maximum height at t = 2/8 2T, the interface becomes 

nearly horizontal at t = 4/8 2T. Then, at t = 6/8 2T, the 

maximum height is reached at the location of the trough at 

t = 2/8 2T, and the interface becomes nearly horizontal 

again at t = 8/8 2T. The DEP resonance mode appeared at 

10 Hz to 35 Hz, 50 Hz, 85 Hz to 100 Hz (Fig. 3). The 

amplitudes were decreased with increasing frequency. 

However, the amplitudes increased when the oscillation 

mode changed to the DEP resonance. 

 

IV. CONCLUSION 
 

The visualization reveals the behavior of the L-V 

interface oscillation driven by time-wave 

dielectrophoretic forces generated by parallel-plate 

electrodes. Depending on the frequency of the applied 

voltage, the interface oscillation modes of the horizontal 

oscillation and the DEP resonance appeared. The 

amplitude increased in the DEP resonance mode. 
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I.  INTRODUCTION 
 

New technologies are developed to deal with growing 
problems like pollution, energy shortages, and rising 
energy costs. Therefore, finding ways to store energy has 
become very important. One promising method is 
LHTSSs, in which they can absorb a large amount of 
energy compared to traditional methods. LHTSSs use 
PCMs, which can hold a lot of heat due to their high latent 
heat and specific heat capacity. However, they cannot 
conduct heat very well [1]. The inherently low thermal 
conductivity of PCMs poses a significant challenge, 
necessitating a method to induce convective flow and 
improve heat transfer rates. Among various techniques to 
improve the heat transfer rate of PCMs, electro 
hydrodynamics (EHD) has recently gained significant 
attention [2]. 

EHD refers to the interaction between a fluid flow and 
an electric field. One of the key outcomes of this interplay 
is charge injection, a process where electric charges are 
introduced into a dielectric material when the applied 
voltage between two electrodes passes the saturation 
voltage [3]. These charges are repelled from the emitter 
and create electro-convection, which is a form of forced 
convection. These electric charges create a body force, 
which is expressed as:  

���� = �� −
1

2
��∇� +

1

2
∇(��� �

��

��
�

�

) (1) 

In which q, E, ε, ρ, T denote space charge density, electric 
field, permittivity, and temperature, respectively. 

To close the set of governing equations, a proper 
boundary condition is needed for the Nernst-Plank 

equation. One of the main problems in solving the Nernst-
Plank equation numerically is uncertainty about the 
amount of space charge density at the emitter. Although 
experimental studies provide the total amount of current 
passed through the medium, the exact amount of space 
charge density all over the medium has not been presented 
by an experimental setup so far [2].  

Many studies implemented autonomous charge 
injection [4], [5], [6] at the boundary. Since the charge 
injection depends on the local electric field, a few studies 
proposed alternatives to the autonomous charge injection. 
Gazaryan et al. [2] proposed a Heaviside step injection 
function consisting of a linear component and a quadratic 
component. The linear component describes the injection 
based on the electrochemical reaction between the 
electrode and the dielectric material, while the quadratic 
component relates to the high voltage potential. Felici and 
Gosse [7] followed the Schottky effect for charge 
injection. This effect assumes that there are ions before 
applying the electric field. In this approach, the electrode 
applies image force to the ions, which are only injected 
into the medium if their energy exceeds their work 
function. In numerous investigations, this injection rule 
has been employed as the pioneer non-autonomous space 
charge density at the electrode surface [8], [9]. 

Numerical modeling is the best choice for capturing 
the space charge density and flow behavior all over the 
storage cell in a case in which space charge density at the 
electrode surface varies with the electric field. LBM has 
recently become quite popular in order to better 
comprehend a wide range of phenomena, including heat 
and mass transfer applications, single-phase and two-
phase flows, single and multicomponent flows, and non-
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Abstract- The present study aims to investigate the effect of different charge injection functions on 
electrohydrodynamically driven flows, focusing on three specific injection models: autonomous, the Schottky, and 
the Heaviside step function of injections. Previous research predominantly relied on the autonomous charge 
injection, which oversimplifies the boundary condition and neglects the influence of the electric field, resulting in 
a space charge density distribution on the boundary and within the medium that does not accurately mimic the 
realistic charge injection phenomena. This study utilizes the lattice Boltzmann method (LBM) to simulate the 
behavior of paraffin wax, a phase change material (PCM), in a latent heat thermal storage system (LHTSS) under 
both autonomous and non-autonomous charge injection. Initially, the solid PCM begins melting due to thermal 
conduction from the hot top wall, after which electro-convection generated by charge injection enhances heat 
transfer rate. The solver was verified against two benchmarks, including analytical solutions of the electrical 
equations at the hydrostatic state and the Stefan problem. The current-voltage curve presented by Hassan and 
Cotton was used in this study. The electrode in the simulation is under 6 kV and charges are collected by two flat 
electrodes at the top and bottom of the computational domain. Liquid fraction over time, heat transfer coefficient, 
and velocity at the center were plotted for each charge injection function. The results for the Schottky and 
Heaviside step functions of injections are very close but differ from autonomous injection significantly despite 
identical current for all cases. 
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Newtonian flows. The LBM offers several significant 
benefits, such as integrated parallelization, support for 
complex geometry, and ease of usage [10], [11], [12], [13]. 

In this study, a unified LBM is utilized to compare the 
results of autonomous injection, the Schottky injection, 
and Heaviside step functions. Thus, in this study, we 
investigate how different injection functions with an 
identical current affect the charging of an LHTSS. 

 
II. PHYSICAL PROBLEM 

 
The computational domain is a rectangular enclosure 

with height 2H and width H. A circular electrode of radius 
R is placed at the center of the domain, injecting charges 
into the system. To increase melting speed, the top wall is 
kept at a hot temperature Th, while the bottom wall is 
maintained at a cold temperature Tc. The circular electrode 
is under a high voltage ϕ1, while the top and bottom walls 
are grounded at zero voltage, as shown in Fig. 1. Initially, 
the storage cell is full of solid paraffin wax. Then, melting 
begins because of thermal conduction. When the liquid 
fraction in the system reaches 20%, charge injection starts 
to create convective flows. Key assumptions in this setup 
include: The solid PCM is non-Ohmic, meaning that 
charges are transported by drift, diffusion, and liquid 
convection mechanisms. The paraffin wax is a pure 
material, and its electrical conductivity remains 
unchanged during the phase change process. All 
thermophysical properties of the paraffin wax, such as 
permittivity and thermal conductivity, are constant, except 
for density, which varies with temperature. 
 

III. METHODOLOGY 
 

A unified lattice Boltzmann method presented by He 
et al. [14] is used in this study to solve the Navier-Stokes 
equation, continuity equation, energy equation, Nernst-
Plank equation, Gauss’s law, and the definition of electric 
field in a microscopic level. The governing equations in a 
macroscopic level are given as follows. 

��

��
 +  � ⋅ (� �)  =  0 (2) 

 

Fig. 1- Schematic of the physical problem. 
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In which u, t, g, β, µ, P, ϕ, K, D, H, cp, k, θ denote velocity, 
time, gravity, thermal expansion coefficient, pressure, 
electric potential, ionic mobility, diffusion coefficient, 
total enthalpy, specific heat capacity, thermal 
conductivity, and temperature, respectively. 
 

III. RESULTS 
 

A.  Code Verification 
 
The code was verified against two benchmark cases, 

including the Stefan problem and hydrostatic solution of 
electrical equations, as shown in Fig. 2 and Fig. 3. The 
LBM results are in good agreement with analytical 
solutions, demonstrating the reliability of the algorithm. 

 
B.  Quantitative analysis 

 
The liquid fraction of the PCM, heat transfer 

coefficient, and velocity field are crucial metrics for 
understanding how different charge injection methods 
influence the system's phase transition dynamics. This 
section compares the melting performance under three 
conditions: Heaviside-step function of injection, Schottky 
injection, and autonomous injection. 

 
Fig. 2- Liquid fraction over time for different Stefan 

numbers. 

 
Fig. 3- Space charge density, electric field, and electric 

potential variation along the gap between two plates. 
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Pure conduction is the main mechanism of melting in 
the absence of electro-convection and thermo-convection. 
In this stage, heat transfer is limited to molecular diffusion 
from the top wall. The liquid fraction over time is shown 
in Fig. 4 for different cases. The slope of the curve, which 
shows melting speed, is high in the beginning because of 
low thermal resistance. Then it decreases gradually until it 
reaches a steady state. However, for charge injection 
cases, there is a huge jump at the liquid fraction of 0.2 
because electrodes inject charges at that moment. 
However, as the liquid portion gets closer to the electrode 
wall, the initial quick melting speed slows down. The 
curves’ slope lowers as the wall attempts to stabilize the 
fluid. The curves’ slope rises once more as the solid-liquid 
interface passes the electrode. This phenomenon happens 
for all charge injection cases. Fig. 4 shows that 
autonomous injection’s liquid fraction has a high 
deviation from non-autonomous injection’s liquid fraction 
when the electric field changes on the electrode surface.  

The heat transfer coefficient on the top wall for 
different injection functions is plotted in Fig. 5. The 
maximum amount of the heat transfer coefficient happens 
opposite to the electrode, and the minimum amount 
happens between electrodes, which is consistent with what 
was reported by Nakhla et al. [15]. The heat transfer 
coefficients associated with Schottky and Heaviside 
injections are very close to each other. However, the 
autonomous injection creates a very low peak with a 
deviation of 16% compared to the Heaviside injection, 
demonstrating that the autonomous injection creates heat 
transfer coefficients that are far from the real situation. 

 
Fig. 4- Liquid fraction over time for different conditions. 

 
Fig. 5- Heat transfer coefficient on the top wall for different 

charge injection functions. 

 

Fig. 6- Velocity profile in the y direction in the center of 
LHTSS. 

The vertical velocity component at the center of the 
computational domain is analyzed to highlight the 
dynamic changes induced by different injection functions. 
As shown in Fig. 6, V-velocity is divided into three parts. 
V-velocity is fully developed at the upper part of the 
storage cell, where the maximum deviation of the 
autonomous injection’s velocity is 42%. However, 
Heaviside and Schottky injections give a very similar 
trend. At the middle level of the storage system, where the 
electrode is located, the V-velocity is zero for all cases. At 
the lower level of the storage cell, the velocity is fully 
developed while the peak velocity is lower than the upper 
level of the storage cell because there is a small amount of 
the solid PCM left nearby the cold boundary. There is still 
a huge deviation between autonomous and non-
autonomous charge injection functions at the lower level 
of the storage system.  
 

IV. CONCLUSION 
 

This study aims to compare the effect of autonomous 
and non-autonomous charge injection functions at the 
electrode within an LHTSS. To this end, a unified LBM 
was employed to simulate the melting of paraffin wax 
under the effects of Coulomb force. The accuracy of the 
LBM code was validated by comparing it to the analytical 
solution of the Stefan problem and electrical equation at 
the hydrostatic state. The total current used in this study is 
obtained from the experimental current-voltage curve 
presented by Hassan and Cotton [16]. Also, the proposed 
Heaviside step function of injection by Hassan and Cotton 
was used in this study. Paraffin wax was melted via 
conduction until a liquid fraction of 0.2 was achieved, at 
which point charge injection using three different 
functions was initiated by applying a 6 kV voltage 
difference between the emitter and collectors. These 
charges created electro-convective rolls, which 
redistributed the temperature within the LHTSS to 
augment the heat transfer rate. The results in this study 
show that autonomous charge injection creates a huge 
error compared to the real situation. Also, it was shown 
that instead of defining a non-autonomous charge 
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injection function for each geometry and physical 
configuration, Schottky injection can be used, which gives 
results similar to Heaviside’s results. Expanding upon 
these findings, future research could focus on modeling 
the large mushy zone, ambipolar charge injection, and 
solid extraction phenomena to further enhance numerical 
modeling of this problem. 
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I.  INTRODUCTION 
 

Active particles that convert external energy into 

motion form a dynamic research field with applications in 

drug delivery, environmental cleanup, microsurgery, and 

self-repair. Unlike passive particles moved by external 

gradients, active particles—such as metallodielectric 

Janus particles (JPs)—self-propel by asymmetrically 

dissipating energy, enabling autonomous motion even in 

uniform environments. JPs can move under uniform AC 

electric fields via induced-charge electro-phoresis (ICEP) 

or self-dielectrophoresis (sDEP), with frequency 

modulation tuning their motion and interactions. 

Despite progress, precise trajectory control remains 

challenging. We recently demonstrated optoelectronic 

(OE) control of JP trajectories using light-patterned virtual 

electrodes on a photoconductive a-Si:H substrate. Using a 

DMD, we dynamically confined and guided JPs, 

exploiting electrohydrodynamics (EHD) flows at low 

frequencies and dielectrophoretic forces at high 

frequencies [1]. This approach enables reconfigurable, 

parallel JP steering with a single field and supports 

applications in cargo delivery, electroporation, biosensing, 

and mechanical probing. 

In this work, we examine a previously overlooked 

second mobility reversal at frequencies beyond the ICEP–

sDEP transition. We show that top illumination intensity 

and its interplay with bottom illumination strongly 

influence JP mobility, expanding the OE platform’s 

control capabilities across broader optical and electrical 

conditions. 

 

II. METHODOLOGY 

JP Fabrication: PS and SiO₂ microparticles (~27 μm) 

were cleaned, plasma-treated, and coated with metal 

(Cr/Ni/Au) or indium tin oxide (ITO). JPs were detached 

via sonication in 2% Tween 20 and suspended in 10 μM 

KCl + 0.1% Tween 20 (5 μS/cm). 

OE Device: An OE chamber was built using ITO-

coated slides and a 120 μm spacer. The bottom slide had a 

~1m hydrogenated amorphous silicon (a-Si:H) layer 

deposited by plasma-enhanced chemical vapor deposition 

(PECVD) (see Fig.1a). A photoresistor test structure with 

Ti/Au contacts was used to assess photoconductivity. 

Experimental Setup: A DMD-based 625 nm LED 

projected light patterns onto the substrate via a Nikon 

microscope. A custom bottom illumination setup enabled 

combined top–bottom lighting. AC signals (10–20 Vpp, 1 

kHz–10 MHz) were applied via ITO electrodes. 

Imaging & Analysis: JP motion was recorded at 5 fps 

and tracked using a Python script (CSRT, OpenCV). 

Velocities were averaged and verified against ImageJ. 

Numerical simulations: We used COMSOL (v5.3) to 

simulate electric forces on a JP above an illuminated a-

Si:H electrode. The JP was assumed stationary and 

vertically aligned. The a-Si:H under the metal side was 

treated as insulating, while illuminated regions remained 

conductive. Induced electro-double layers (EDLs) were 

modeled as boundary conditions on the JP’s metallic 

coated hemisphere and the powered electrode. Electrical 

forces were computed from the field solution, and particle 

velocities were estimated by balancing with viscous drag. 

We also simulated induced-charge electroosmotic (ICEO) 

flow to assess hydrodynamic forces. 

 

III. RESULTS & DISCUSSION 
 

Beyond the known mobility reversal from ICEP to 

sDEP with increasing frequency, we observed a second 

reversal at >100 kHz, where the JP again moves dielectric 
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side forward (Fig.1b). This new mode, termed self-

shading optoelectronic modulated electrokinetic 

propulsion (ss-OMEP), arises from asymmetric light 

transmission—metal-coated hemispheres block more 

light, creating uneven photoconductivity beneath the JP 

(see schematic in Fig.1a). This phenomenon was absent in 

standard ITO devices, confirming the role of self-shading 

in the observed behavior. 

We tested bottom illumination in conjunction with top 

illumination to investigate the second mobility reversal. 

Bottom-only illumination showed no reversal, but 

combining weak bottom illumination with strong top 

illumination did. Increasing bottom illumination intensity 

reduced asymmetric shading and eventually eliminated the 

second reversal. 

Numerical simulations complementing the 

experimental results show the electrostatic and electro-

hydrodynamic forces on the JP as a function of angular 

frequency, a-Si:H conductivity, and induced electric 

double layers. The electrostatic force reveals a second 

mobility reversal, which disappears when shading is 

absent beneath the JP's metallic hemisphere (Fig.1c). The 

electro-hydrodynamic force is always positive, indicating 

ICEP with the dielectric side forward. Shading enhances 

both high-frequency ss-OMEP and low-frequency ICEP 

mobility, driven by asymmetry in the substrate’s 

photoconductivity. Total force simulations predict two 

reversals, aligning with experiments when shading is 

considered. Additional experiments with SiO2-Au JPs 

confirmed the second mobility reversal, which 

disappeared with strong bottom illumination, supporting 

the role of shading in this effect. 

 

V. CONCLUSION 
 

To conclude, we investigated a second mobility 

reversal in Janus particles (JPs), caused by self-shading 

under top illumination, which breaks the substrate’s 

photoconductivity symmetry. Experiments varying top-to-

bottom illumination ratios and using JPs with differing 

optical transmission confirmed this effect. We also 

showed that increasing illumination intensity suppresses 

sDEP motion, leaving only ICEP or the newly identified 

ss-OMEP mode. Simulations supported these findings. 

This self-shading mechanism offers a new optical control 

lever for JP mobility, enabling advanced trajectory 

control, self-assembly, and differentiation of JPs based on 

asymmetric optical and electrical properties. 
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Fig. 1.  (a) Schematic of the optoelectronic setup with a JP moving 

on an a-Si:H substrate under an applied electric field. The JP's 

metallic (Au) and dielectric (PS) sides are shown. (b) The second 

mobility reversal observed in the OE setup, unlike the standard 

ITO-coated glass slides setup. (c) 3D simulations of forces on the 

JP as a function of frequency, including total force (electrostatic + 

electro-hydrodynamic, with hydrodynamic force scaled by 0.05), 

for varying a-Si:H substrate conductivity, with and without 

shading. 
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I.  INTRODUCTION 
 

Like solids, dielectric liquids such as mineral oils and 

synthetic or natural esters play a crucial role in equipment 

like transformers, circuit breakers, and HVDC cables. The 

distribution of electric charges within these liquids is often 

assumed, as a first approximation, to be homogeneous. 

However, the presence of a solid/liquid interface 

associated with the electric double layer, or the application 

of an external electric field, can locally disrupt this 

distribution. This may lead to an intensification of electric 

field lines, the occurrence of partial discharges, or more 

energetic discharges, which can weaken or even destroy 

the equipment. 

It is therefore essential to characterize and measure the 

distribution of electric charges in these liquids to ensure 

the reliability and longevity of electrical systems. Aside 

from the use of the Kerr effect for specific liquids [1], few 

experimental methods are able to accurately mapping 

charge distribution in liquids. 

Over the past fifteen years, space charge measurement 

techniques, initially developed for solids using specific 

stimuli, have been adapted for liquids [2,3]. These 

adaptations account for the unique properties of liquids, 

including their significantly higher ionic and electronic 

mobility, as well as convective phenomena that can 

influence charge distribution. Among these techniques, 

the pressure wave propagation method (PWP) currently 

using a piezoelectric actuator appears to be the most 

advanced [4]. It has notably been used to study the 

polarization of solid/liquid interfaces under the effect of 

the electric double layer (EDL). It seems effective for both 

conductive and insulating liquids with an electrical 

conductivity greater than 10⁻⁹ S/m. The purpose of this 

document is to apply the PWP measurement to dielectric 

liquids subjected to a constant electric field. 
 

II.  PWP MEASUREMENT DESCRIPTION 

 

A.  The Pressure Wave Propagation method (PWP) 

applied to the EDL 
 

The Pressure Wave Propagation (PWP) method 

involves generating a planar pressure wave that 

propagates through a liquid sample placed between two 

electrodes (Fig. 1). This wave disrupts the electrostatic 

equilibrium of charges within the sample, particularly at 

the electric double layer (EDL) present at both 

electrode/liquid interfaces. 

  
Fig.1. Principe of the PWP method in short-circuit configuration applied 

to the EDL [4]. 
 

The measurement of the short-circuit current between 

the two electrodes Ipwp(t) (1) provides temporal 

information on the variations of the electric field (EL) and, 

consequently, on the charges, through Gauss’s equation 

induced by the pressure wave p(x,t) :  
 

IPWP(t) = C0∫(1 −
a

ε
) EL(x)χ

∂p(x, t)

∂t
dx (1) 

 

where ε is the permittivity of the sample, a the 

electrostrictive coefficient, χ compressibility coefficient 

and C0 is the capacitance of the sample. 
 

B.  The PWP cell description applied to the EDL 
 

The cell (Fig. 2) consists of an electronic control card 

 that imposes a sudden voltage fall on a piezoelectric 

transducer . This leads to the generation of a negative 

unipolar pressure pulse, whose amplitude (maximum 5 

MPa) is controlled by the voltage of the electronic board 

(Vex) and whose duration is 40 ns at half-height. This 

pressure pulse propagates through an aluminum  

component that serves as a dual purpose: it acts both as the 

ground electrode and as the waveguide, while also 

PWP measurement of charge distribution in a liquid under DC field 
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introducing a 4.77 µs delay between the noise of the 

excitation phase and the useful electrical response of the 

sample. The wave then continues to propagate through the 

liquid  until it reaches a brass measuring electrode , 

which is connected to an oscilloscope via a 100-dB 

voltage amplifier. The measured voltage (Vpwp) is directly 

correlated with the Ipwp current through the input 

impedance of the device (Zin). 

In this configuration, two electric double layers (EDL) 

are disturbed by the pressure wave, leading to the 

appearance of two successive features in the signal. 

Chronologically, the first is induced at the interface 

between the aluminum electrode and the liquid, while the 

second results from the interface between the liquid and 

the brass electrode. The time interval between these two 

signals depends on the inter-electrode spacing, which is 

adjustable using a micrometric screw with a precision of 

10 µm. 

To apply a DC voltage to the liquid between the two 

electrodes, the brass electrode is connected to a DC 

voltage generator (VDC) via a resistor (RDC). Measuring the 

voltage across RDC allows for determining the current 

injected into the cell (IDC). A capacitance (C) is also 

introduced between the brass electrode and the 

measurement amplifier to filter out the DC component of 

the Vpwp signal. 

 
 
Fig.2. Measurement PWP cell (1: Electronic board, 2: Piezoelectric 

actuator, 3: Wave guide, 4: Liquid, 5: Electrode). 

 

The measured signal results from the average of 500 

consecutive acquisitions without DC field, and 10 under 

DC field at the frequency of 100 Hz. Since the pressure 

stimulus is negative, the Ipwp current is inverted in all 

figures to facilitate signal analysis and establish a direct 

correlation between the signal and the electrical charge 

signature of the sample. Furthermore, flow electrification 

measurements [5] have shown that the electric double 

layer at the aluminum/oil and brass/oil interfaces exhibits 

negative polarization in the metal and positive polarization 

in the liquid. 

Figure 3 presents a typical IPWP signal for an inter-

electrode spacing of 150 µm with oil including OLOA 

218A without external electric field. The electrical 

conductivity of the liquid and its relative permittivity are 

respectively 1.19·10-9 Sm-1 and 2.51.  

The Ipwp signal consists of two sets of peaks associated 

with dipoles induced by the two interfaces. The first set, 

starting at 4.7 µs and including “Peak 1” and “Peak 2,” 

corresponds to charge distribution and polarization at the 

aluminum/oil interface. The second set, appearing around 

4.86 µs and including “Peak 3” and “Peak 4,” is associated 

with charge distribution at the oil/brass interface. These 

two dipoles have opposite orientations, induced by the 

direction of stimulus propagation at the interfaces: for the 

first, it propagates first through the solid before and in the 

liquid; for the second, it first moves through the liquid 

before reaching the solid. For a negative pressure wave, 

Peaks 1 and 4, associated to the negative EDL charges in 

the solids, are positive, while Peaks 2 and 3 associated 

with positive EDL charges in the liquid, are negative. The 

appearance time of the second set of transients is governed 

by the inter-electrode distance and the speed of sound 

propagation in the liquid (1308 ms-1). 

The two dipoles exhibit different amplitudes due to the 

nature of the interfaces, the varying electric double layers 

(EDL), as well as the properties of the stimulus. The wave 

propagation is influenced by reflection and transmission 

phenomena related to the acoustic properties of the 

materials, which affect both the amplitude and the shape 

of the measured signal. However, regardless to the initial 

excitation amplitude, the measured signal remains directly 

proportional to it [6]. 

 
Fig.3. -IPWP(t) distribution for aluminum/oil and oil/brass interfaces 

which are 150 µm apart without external potential. 

 

III.  PWP MEASUREMENT UNDER DC FIELD 
 

A.  The PWP measurement under negative DC field 
 

Measurements are made continuously when the DC 

voltage is switched on in order to follow the evolution of 

charges in the liquid. In figures 4 and 5, a negative voltage 

is applied to the brass electrode at t=14 s. The charge 

distribution at the interfaces gradually reorganizes, 

reaching a new equilibrium after a few seconds. At the 

second interface (oil/brass), this process is marked by a 

significant increase in the absolute values of IPWP (peaks 3 

and 4). In contrast, at the first interface, an initial increase 

occurs within the first milliseconds, followed by a polarity 

reversal: peak 1, initially negative, turns positive, while 

peak 2 undergoes the opposite transition (Fig. 4 and 5). 

The magnitude of the signal is directly proportional to the 

intensity of the pressure wave stimuli. 

The resulting electric field is oriented toward the brass 

electrode. As a consequence, Coulomb forces drive the 

movement of positive charges in the liquid, including 

those from the electrical double layer and ionic impurities 

in the bulk, toward the brass electrode. Meanwhile, anions 

(negatively charged impurities in the liquid bulk) migrate 

toward the aluminum electrode. This process leads to the 

formation of two dipoles at the interfaces, both aligned 
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with the polarity imposed by the DC field. At equilibrium, 

Ipwp reflects this behavior through two sequentially 

occurring sets of peaks, where a negative peak (indicating 

positive polarization) is followed by a positive peak 

(indicating negative polarization). 

 
Fig.4. -IPWP(t) evolution for aluminum/oil and oil/brass interfaces under 

a -1.5V potential at different times (l=150m). 

 
Fig.5. Mapping of the -IPWP(t) amplitude over the time for aluminum/oil 

and oil/brass interfaces under a -1.5V potential different times 

(l=150m). 

 

B.  The PWP measurement under positive DC field 
 

The same acquisition procedure is applied for positive 

voltage application. A similar but opposite behavior is 

observed (Fig. 6 and 7). Current peaks 1 and 2, associated 

with the first interface (aluminum/oil), gradually increase 

in absolute value, while for the second interface 

(oil/brass), peaks 3 and 4 also increase before undergoing 

a polarity reversal. The inversion of the electric field 

drives the migration of positive charges in the liquid 

toward the aluminum electrode, while negative charges 

are drawn to the brass electrode. As with the negative 

voltage case, this results in the formation of two dipoles at 

the interfaces, but with reversed polarities compared to 

negative DC polarity.  
 

IV. ANALYSIS AND DISCUSSION 

 
Fig.6. -IPWP(t) evolution for aluminum/oil and oil/brass interfaces under 

a 1.5V potential at different times (l=150m). 

 
Fig.7. Mapping of the -IPWP(t) amplitude over the time for aluminum/oil 

and oil/brass interfaces under a 1.5V potential at different times 

(l=150m). 

 

The organization of the electric charge distribution 

described earlier results from the combination of two 

phenomena: the polarization of the interfaces induced by 

the EDL and the polarization imposed by the external 

applied electric field. Assuming that the effects of this 

field are symmetrical, the charge distribution arising from 

each of these phenomena can be separated by combining 

two measurements performed at the same potential but 

with opposite polarities. Thus, the half-difference of the 

measurements eliminates the intrinsic charges of the EDL, 

retaining only the effects of the external electric field. 

Conversely, the half-sum removes the effects of the 

electric field, preserving only the EDL charges.  

Figure 8 is focusing on calculated current due to the EDL. 

Whether in the presence or absence of an external electric 

field (t = 5.01 s), the current signal from the EDL 

maintains the same shape at both interfaces. It corresponds 

to a dipole with a negative polarity in the solid and positive 

one in the liquid. The application of the electric field 

strengthens the signal intensity and, with works of P. 

Leblanc [7]. 

The effects of polarization are illustrated in Figure 9. The 

formation of a dipole is observed at each interface which 

polarity with the applied electric field regardless of the 

nature of the material (solid or liquid). 
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Fig.8. Temporal evolution of the half-sum of the measurements, 

determined from measurements taken at potentials of VDC = ±1.5 
V at different time. 

 

The time integration of the signal at equilibrium is 

correlated with the charge accumulated at both interfaces 

(Fig. 10). Figure 10 clearly highlights the two electric field 

regions at the electrodes, which exhibit different 

amplitudes. In this planar capacitor geometry, with no 

charge transfer at the interfaces, the electric field levels on 

both sides should be similar. However, the amplitude 

differences arise solely from the combined effects of wave 

propagation and the transmission of the excitation 

pressure wave across the two consecutive interfaces. 

These behaviors are consistently observed regardless of 

the applied VDC, and the data at both interfaces appear 

directly proportional to it (Fig. 11). The area of each peak 

in the figure 10 also follows this behavior. The comparison 

of these experimental results with the theoretical charge 

expected for a planar capacitor could provide a robust 

calibration method for the precise quantification of the 

charges distribution at each interface. Calibration of the 

measurement for a solid sample is similar and defined in 

works of L. Zheng [8].   

 
Fig.9. Temporal evolution of the half-difference of the measurements, 

determined from measurements taken at potentials of VDC = ±1.5 
V at different time.  
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Fig.10. Temporal evolution of the integration of the half-difference of 

the measurements, determined from measurements taken at 
potentials of VDC = ±1.5 V at different time. 

 

 
Fig.11. Data of accumulated charge at the two interfaces vs VDC  
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I.  INTRODUCTION 
 

Ionic liquids (IL) are ambient temperature molten 

salts consisting of cation and anion [1]. IL possess many 

unique characteristics, such as non-volatility, non-

flammability, thermal and chemical stability [2]. IL with 

specific combinations of cation and anions exhibits 

superior selective CO2 absorption properties, making IL 

promising candidates as novel CO2 absorbent. Because 

CO2 chemical absorption occurs at the interface between 

the IL and CO2 gas, increasing the specific surface area of 

IL is essential for enhancing absorption efficiency. 

Although atomization is one of the effective methods to 

increase the specific area of liquids, the relatively high 

viscosity of IL makes their atomization difficult.  

Electrospray is one of the liquid atomization 

techniques capable of producing fine droplets even for 

highly viscous liquids [3]. In previous studies, the 

electrospray atomization of IL has been proposed as a 

promising method for enhancing CO2 absorption 

efficiency [4, 5]. Typically, electrospray systems consist 

of a single nozzle and counter electrode. IL supplied 

through the nozzle is atomized into nano-sized droplets by 

applying a high voltage between the nozzle and counter 

electrode.  

For further improvement of CO2 absorption efficiency 

in this system, this study proposes an innovative nozzle 

configuration with two nozzles facing each other. In this 

configuration, interference between sprays from each 

nozzle may occur due to the interaction between charged 

droplets with the same polarity, which affects both 

atomization and CO2 absorption characteristics. The effect 

of IL flow rate and the nozzle configuration on 

electrospray characteristics and CO2 absorption 

characteristics are clarified through electrospray 

visualization, droplet diameter measurement, and 

evaluation of CO2 absorption performance in flow reactor. 

 

 II. METHODOLOGY 

 

Figure 1 shows the electrospray system consisting of 

nozzles and a common counter electrode. IL is supplied 

into capillary nozzles by syringe pumps. The inner and 

outer diameter of the nozzles are 0.1 and 0.375 mm, 

respectively. The distance between the nozzle tip and ring-

shaped counter electrode is set as 6.0 mm. DC high 

voltage of −7.0 kV is applied to the counter electrode with 

nozzles grounded, resulting in the emission of positively 

charged droplets from both nozzles. In a counter 

electrospray configuration, an additional nozzle is 

arranged on the other side of the counter electrode. In all 

experiments, the electrospray system is placed so that the 

nozzles coincide with the center axis. 

 

Fig. 1  Counter electrospray system consisting of nozzles and 

ring-shaped counter electrode. 
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Abstract- Ionic liquid (IL) has great ability of CO2 absorption. Electrospray atomization of IL generates nano-

size droplets with increased specific surface area, thus enhancing the CO2 absorption performance. To achieve 

further improvement in CO2 absorption efficiency, this study proposes counter-electrospray as an innovative 

electrospray configuration, in which two nozzles are placed facing each other so that the IL sprays from both 

nozzles interfere each other. Spray visualization shows that the counter-electrospray configuration generates 

radially wider spray compared to that with a single-electrospray configuration due to Coulomb repulsion between 

positively charged droplets. In addition, the enhanced atomization of IL is also confirmed through droplet size 

distribution measurements. It was elucidated that the counter electrospray of IL clearly improves the CO2 

absorption amount and efficiency in a flow reactor. 
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The IL used in this study is 1-ethyl-3-

methylimidazolium acetate ([emim][Ac], 95.0% purity, 

Sigma-Aldrich) with a viscosity and conductivity of 

125 mP s and 0.4 S/m, respectively at 298 K [6]. 

The electrospray setup for the visualization and 

droplet diameter measurements is shown in Fig. 2. The 

nozzle(s) and counter electrode are installed in a U-shaped 

acrylic support. Nd-YAG laser light sheet with the 

wavelength of 532 nm is irradiated so that the light sheet 

passes through the nozzle axis. The scattered light of IL 

droplets are captured using a high-speed camera at the 

frame rate of 4000 fps. The IL droplet diameter 

distribution is measured using a scanning mobility particle 

sizer spectrometer (SMPS model 3938, Tokyo Dylec 

Corp.). A sampling tube with an inner diameter of 4 mm 

is placed 10 mm below the center of counter electrode. 

The aerosols of IL droplets are sampled at 1.5 L/min for 

60 seconds.  

As shown in Fig. 2 (c), the CO2 absorption 

measurement is conducted in a flow reactor, which 

consists of an acrylic cylindrical chamber with the inner 

diameter of 40 mm and the height of 90 mm. The 

electrospray system (Fig. 1) is mounted on polyvinyl 

chloride lids used to seal both ends of the chamber. A 

mixture of N2 and CO2 gases with a CO2 concentration of 

1% is introduced into the chamber at the flow rate of 

30 cm3/min through the inlet on the left lid at the lower 

part of the chamber. The gas mixture flows out of the 

outlet on the opposite lid. The CO2 concentration at the 

outlet is monitored using a non-dispersive infrared CO2 

sensor (VAISALA GMP252). Prior to the spraying, the 

chamber is purged with the 1% CO2. Note that CO2 

absorption measurement is conducted under the controlled 

temperature in a thermostatic chamber because the 

physical properties vary and CO2 absorption performance 

of IL are affected by the ambient temperature. 

 

III. RESULTS AND DISCUSSION 

 

A.  Visualization of ionic liquid electrospray 

 

Figure 3 shows the sequential photographs of 

(a) single and (b) counter electrospray at the IL flow rates 

of 1.0 mL/h per nozzle. The applied electric field induces 

 

Fig. 2  Experimental setup for (a) electrospray visualization, 

(b) droplet diameter distribution measurement using U-

shaped acrylic support, and (c) CO2 absorption experiment in 

a flow reactor. 

 

 

Fig. 3  Sequential photographs of (a) single and (b) counter 

electrospray at an IL flow rate of 1.0 mL/h per nozzle 

 

 

Fig. 4  Overlayed picture of electrospray of (a) single and 

(b) counter electrospray with IL flow rate of 1.0 mL/h per 

nozzle. 
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polarization of the IL in the nozzles, accumulating the 

positive charge density at the nozzle tips. When the 

electrostatic force becomes larger than the surface tension, 

a Taylor cone forms, followed by the formation of an IL 

ligament that subsequently breaks up into droplets. Then, 

the spray event stops when the amount of IL consumed by 

spraying exceeds the amount of supplied IL. These 

electrospray events occur intermittently. In the counter-

electrospray configuration shown in Fig. 3 (b), spraying 

does not necessarily occur simultaneously from either 

nozzle. 

Figure 4 (a) shows an overlaid photograph of the 

single-nozzle electrospray over a period of 0.5 s. The 

spray from the nozzle radially spreads toward the counter 

electrode. On the other hand, in the counter-electrospray 

configuration (Fig. 4 (b)), the sprays spread more widely 

near the nozzle tips. This may be attributed to the electric 

field caused by the existence of the additional counter 

nozzle’s potential. The sprays interact with each other near 

the counter electrode. Because the droplets generated from 

both nozzles are charged with the same polarity, Coulomb 

repulsion causes wider spreading of droplets. 

 

B.  Droplet diameter distribution measurement 

 

Figure 5 plots the droplet diameter distribution 

normalized by the total number of droplets, ranging from 

8 to 100 nm. By comparing the results of single and 

counter electrosprays under the same IL flow rate per 

nozzle, the proportion of droplets larger than 20 nm in the 

counter electrospray is smaller than that in the single 

electrospray. This implies the possibility of further 

atomization of droplets due to Coulomb repulsion with 

breakup (secondary breakup) when positively charged 

droplets interact each other in the counter electrospray. 

To evaluate the enhanced atomization effect, the 

Sauter mean diameter (SMD), 𝑑32, defined as Eq. (1), is 

plotted in Fig. 6. 

 

𝑑32 =
∑ 𝑑𝑖

3𝑁𝑖

∑ 𝑑𝑖
2𝑁𝑖

 , (1) 

 

where 𝑁𝑖 is the number of droplets with the diameter of 𝑑𝑖. 

The SMD of the single-nozzle electrospray increases with 

increasing the IL flow rate, while that of the counter 

electrospray is independent of the IL flow rate. In the 

counter electrospray, further atomization by secondary 

breakup of the primary larger droplet is more likely to 

occur due to spray interference in the counter-electrospray 

configuration. Figure 6 clearly demonstrates the 

electrospray interference effect of further atomization 

above IL flow rate of 0.5 mL/h. 

 

C.  CO2 absorption characteristics 

 

Figure 7 shows the time evolution of CO2 

concentration in the flow reactor, 𝜙(𝑡) . After the 

application of high voltage at t = 0 min, the CO2 

concentration decreases with time due to the CO2 

absorption by IL droplets generated by electrospray, 

eventually reaching a steady state at t = 60 min. In both 

electrospray configurations, the CO2 concentration at 

t = 60 min decreases with increasing the total IL flow rate. 

In addition, both the amount of absorbed CO2 and the 

decay rate of CO2 concentration in the counter 

electrospray are superior to those in the single electrospray 

under the same total IL flow rate. Figure 8 shows the CO2 

absorption rate, (𝜙(0) − 𝜙(60))/𝜙(0), as a function of 

IL flow rate per nozzle. Under the same IL flow rate per 

nozzle, the counter electrospray achieves higher CO2 

absorption rate than the single electrospray does. This 

enhancement is attributed not only to the larger supplied 

amount of IL, but also to the wider spreading spraying and 

further atomization resulting in an increase in specific 

surface area, as shown in Figs. 4 and 6.  

Finally, a loading rate α is calculated to discuss the 

CO2 absorption efficiency. The loading rate is defined as 

the ratio of CO2 absorption molar amount to the supplied 

molar amount of IL. Equation (2) is the definition of the 

loading rate in this study. 

 

𝛼 =
(𝜙(0) − 𝜙(60))𝑄CO2

/𝑉m

𝑄IL𝜌IL/𝑀IL

 ,  (2) 

 

 

Fig. 5  Droplet diameter distribution normalized by a total 

number of detected droplets. 
 

 

Fig. 6  Sauter mean diameter of electrospray as a function of 

an ionic liquid flow rate per nozzle. 
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where 𝑄CO2
 is the gas flow rate, 𝑉m  = 22.4 L/mol is the 

molar volume, 𝑄IL  is the total IL flow rate, 

𝜌IL = 1027 kg/m3 and 𝑀IL = 170 g/mol is the density and 

molecular weight of IL ([emim][Ac]), respectively. 

Figure 9 shows the loading rate as a function of the total 

IL flow rate. In both configurations, the loading rate 

decreases with the total IL flow rate. Considering that the 

SMD of the counter electrospray is independent of the 

total IL flow rate, the decrease in the loading rate could be 

caused by μm order sized droplets, which are outside the 

range of the scanning mobility particle sizer spectrometer. 

Although such undetected droplets may also affect the 

results of single electrospray, the deterioration in CO2 

absorption efficiency by single electrospray is mainly 

caused by the decrease in the specific surface area as 

shown in Fig. 6. Under the same total IL flow rate, the 

loading rate of the counter electrospray is higher than that 

of single one. These results suggest that, under the same 

total IL flow rate, it is preferable for more efficient CO2 

absorption to spray IL from two facing nozzles rather than 

spraying from a single nozzle. 

 

IV. CONCLUSION 
 

For the efficient CO2 absorption by IL electrospray, 

the effect of IL flow rate and the nozzle configuration on 

the electrospray characteristics and CO2 absorption are 

clarified for the two types of IL electrosprays: one with a 

single nozzle and the other with counter nozzles in which 

the nozzles are arranged to face each other. Through the 

visualization of the spray, it is found that the counter 

electrospray generates more widely spreading spray in a 

radial direction compared to that of single-electrospray 

configuration. In addition, there is an interference of 

sprays near the counter electrode, resulting in the further 

atomization of charged IL droplets. Through the CO2 

absorption experiment, the interference of sprays from 

twin-nozzles clearly enhances the CO2 absorption 

efficiency. From these results, it can be concluded that, 

compared to the single-electrospray configuration, more 

efficient CO2 absorption by IL electrospray is achieved by 

introducing an additional counter-nozzle configuration 

under the same IL flow rate. 
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Fig. 7  Time evolution of CO2 concentration. 

 

 
Fig. 8  CO2 absorption rate as a function of IL flow rate per 

nozzle. 
 

 

Fig. 9  CO2 loading rate as a function of total IL flow rate. 
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I.  INTRODUCTION 
 

Foams play a significant role in the food industry, 

revolutionizing the texture, appearance, functionality and 

sensory experience of various food products [1]. Food 

foams are intricate systems of gas bubbles dispersed in a 

liquid. Their stability, i.e maintaining their structural 

integrity over time, remains a challenge for various 

applications. The primary hurdle arises from the natural 

tendency of foams to collapse, coalesce, or break, leading 

to a loss of their porous texture and functionality. By 

nature, foams are highly thermodynamically unstable 

systems and evolve irreversibly. An important mechanism 

is the drainage of liquid from the foam structure due to 

gravity [2]. This inevitable drainage takes place through 

the Plateau borders and by capillary action from the 

lamellae to the Plateau borders. Thus, over time, the foam 

dries out as the volume of liquid in the foam tends to 

decrease. Free drainage is the spontaneous evolution of the 

liquid fraction under the influence of gravity, starting from 

an initial state different from the equilibrium. Over time, 

the irreversible flow of liquid downward dries out the 

foam. The position of the interface between the foam and 

the drained liquid rises with time. In many applications, it 

is required to control the lifetime of a foam by limiting the 

drainage or triggering the collapse at a specific location or 

a given time. Applying an external electric field at the edge 

of the foam induces some liquid flows and, depending on 

the flow magnitude, it controls either gravity driven 

drainage, the foam stability, or the foam collapse at a 

specific location [3]. A work has been carried out to study 

electro-osmosis, a method to cancel and even reverse the 

drainage [3, 4]. The principle is as follows: due to ionic 

surfactants covering the liquid-gas interface, liquid is 

locally charged near this surface and can therefore be set 

in motion by an external electric field. By controlling the 

applied field and the resulting flow of liquid, the foam can 

be maintained in a superstable state and even rejuvenated 

in some way on demand. 

This experimental study aims to unravel the dynamics 

of foam formation and stability under the influence of a 

static electric field. Our investigative tools include a new 

apparatus, called ElectroFoamVision, and advanced 

analysis algorithms, allowing real-time assessments of 

foam volume and behavior. Utilizing solutions of animal 

derived Whey Protein Isolate (WPI) and plant derived 

Chickpea protein (CKP), we explore the influence of 

electric fields during the foaming process.  

 

II. METHODOLOGY 

 

A.  Experimental set-up 

 

The ElectroFoamVision (Fig. 1 and 2) is purposefully 

developed to evaluate the attributes of foam, 

encompassing its generation and stability. This involves 

introducing gases such as Air, N₂, O₂, CO₂, etc… into the 

liquid medium to generate the foam. The experimental 

setup entails placing the liquid sample within a designated 

chamber. This chamber was augmented with a glass 

column that incorporates flat parallel electrodes, spaced 5 

cm apart; this rectangular chamber with flat electrodes is 

a completely original setup compared to existing 

FoamScan systems. Using a high voltage source 

(Ottersweier, Germany), an electric field can be applied to 

the foam either during foaming or after foaming or 

eventually both, using the two parallel electrodes (30 x 

200 mm / 1 mm thick / stainless steel). Foam is generated 

in the sample chamber through sparging, leading it to 

ascend into the glass column. Within this column, the 

evolving foam is continually monitored via a video 

camera. The visual data captured by the camera is 

subsequently extracted and processed on ImageJ (NIH), an 

open source Java-based image processing program. A 

specific algorithm for interface tracking was developed. 

This information serves as the basis for real-time 
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calculations and visual representations of the foam's 

volume.  

 

By systematically capturing and analysing the foam's 

development and behavior, ElectroFoamVision allows for 

a comprehensive understanding of its properties. This 

apparatus facilitates insights into foam generation 

mechanisms, its ability to retain structural integrity, and its 

real-time volumetric changes. The integration of video 

imaging technology enhances the precision and detail of 

data collection, enabling more accurate characterization of 

foam behavior. 

 

B.  Experimental procedures 

 

The foam-type food matrices can be assimilated to 

liquid protein solutions in which a gas injection is 

performed. Experiments were performed on two foam 

models from Whey Protein Isolate (WPI) and Chickpea 

(CKP) solutions.  

WPI is a protein of animal origin, an isolate's short 

chain proteins that are extracted from Whey Protein 

Concentrate, derived from milk. We prepared solutions 

containing 3% WPI. The total mass of WPI was 

incorporated in 4 times, staggered at 15min intervals, 

under moderate agitation (3-blade propeller, speed 100 

rpm), at room temperature (20°C), to guarantee the 

complete dissolution of the powder. 

Considering a clean label approach, a protein of plant 

origin was considered for the second model solution, 

namely an aqueous chickpea protein solution (CKP). 

Aquafaba has shown good food functional properties, as 

this plant-based liquid has the ability to function as both a 

foaming agent and an emulsifier under conditions of pH 

and NaCl concentrations that happen to be those readily 

encountered in food products. As a vegetable alternative 

to egg white or WPI, CKP aquafaba seems to be an 

interesting candidate for foamed products. Therefore, we 

decided to use a chickpea aquafaba-based solution. The 

aquafaba from 10 cans was collected by sieving. It was 

then centrifuged to ensure homogeneity of the mixture. A 

sample of this aquafaba was taken for determination of the 

protein content by the Dumas method (protein content of 

3% +/- 0.2%). 

50 mL solution of the model system is meticulously 

prepared. This solution is then introduced into the 

ElectroFoamVision with great care, utilizing a syringe and 

tubing to avoid foaming. Once the solution is in place, the 

next steps involve preparing for image acquisition. The 

experiment begins by switching on the light source and 

inserting a millimeter paper between the glass column and 

the camera. A photo is taken, which serves as a reference 

for metric calibration during image analysis. Each 

measurement was conducted with five repetitions. The gas 

injection rate is set to 10 mL/s, and the desired voltage 

value is adjusted on the high-voltage generator. When 

these settings are in place, the gas injection and high-

voltage generator are initiated simultaneously. This marks 

the beginning of the foaming phase, which lasts 120 

seconds. Once the 120-seconds foaming phase is 

completed, the gas injection is stopped, as is the high-

voltage generator.  

 

C.  Foam stability 

 

To analyze the evolution of the foam stability, image 

acquisition is then automatically initiated, capturing one 

image per second (Fig. 3); the liquid phase at the bottom 

is clearer than the foam. This stage captures the 

destabilization phase of the foam during 15 minutes. 

 

D.  Foam quality 

 

The quality of the food foam can be determined using 

two parameters: the "expansion" and "half-life." 

Expansion is defined as the ratio between the final volume 

of the food foam and the original volume of the food 

product. To calculate the expansion of foams generated 

under the influence of an electric field, some adjustments 

were made to the experimental procedure. The initial 

volume of the model solution introduced into the 

ElectroFoamVision remained unchanged. The foaming 

process with the electric field lasted for 120 s. At the end 

 
 

Fig. 1.  Sketch of ElectroFoamVision, focus on the column 

 
 

Fig. 2.  Sketch of the experimental set-up (High voltage source not 

represented). 

 
t=0s                            t= 500s                           t=1000s 

Fig. 3.  Images captured during the drainage of a foam generated 

with the chickpea model solution. The red dotted line indicates the 

position of the foam/liquid interface. 
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of this foaming period, the foam height was carefully 

recorded. 

Half-life is defined as the time during which the food 

foam loses half of its volume. To calculate the half-life of 

the foam, the same initial volume of the model solution 

was introduced into the column. The foaming process with 

the electric field was initiated and continued until the foam 

reached a physical limit marked on the column, which 

corresponded to 200 mL of foam. At this point, the high 

voltage was promptly disconnected. The half-life 

measurement was then conducted, observing the time it 

took for the foam to collapse and recede to another 

physical limit marked on the column, corresponding to 

half of its original volume. 

The ElectroFoamVision experiment presents its own 

challenges due to complex 3D optical effects that can 

interfere with accurate measurements. Determination of 

bubble size and distribution is inherently not possible in 

the set-up. 

 

III. RESULTS 
 

A.  Foam stability 

 

Fig. 4 illustrates the evolution of the average volume 

of the liquid phase within the column over time. This data 

is presented for various applied voltages.  

Our observations reveal distinctive trends in foam 

stability concerning the influence of the applied voltage. 

Without any applied voltage during the foaming, the 

volume of the liquid increases up to 16 mL after 1000 s of 

drainage. When applying 1 kV (corresponding to a mean 

electric field strength of 20 kV/m), the drainage kinetic is 

reduced with a final volume of 13.5 mL after 1000 s. As 

the voltage is increased, we notice a shift in the foam's 

stability, which manifests as changes in the volume of the 

liquid phase. A clear pattern emerges: as the electric field 

strength increases, the volume of the drained liquid phase 

significantly decreases. This observation signifies that, 

under the influence of an electric field during the foaming 

period, the liquid remains in the foam state for a more 

extended period, ultimately resulting in enhanced foam 

stability. For instance, when applying a voltage of 10 kV 

(mean electric field of 200 kV/m), we recorded a 

substantial two-fold reduction in the volume of the liquid 

phase at the column's base. This effect of decreased 

recoverable liquid phase (indicating a foam stabilization) 

is more pronounced at lower voltage electric fields. 

However, it becomes less prominent as higher voltage 

levels are applied, with minimal deviation between the 

results obtained at 6 kV and 10 kV, for example. 

Experiments performed on the chickpea solution led 

remarkably to similar trends. Fig. 5 represents the final 

volume of liquid after 1000 s. of drainage for both 

solutions. As we increase the applied voltage, we 

consistently observe a noteworthy reduction in the volume 

of the liquid phase. This commonality strongly reinforces 

the earlier conclusions regarding the electric field's role in 

foam stabilization.  
 

B.  Foam quality 

 

As a general rule, higher-quality food foam is 

achieved when the expansion is maximal and the half-life 

is longer [5]. To determine the optimal operating 

conditions, we generated a map of foam expansion as a 

function of half-life for applied voltage from 0 to 10 kV 

(Fig. 6). This analysis enabled us to swiftly identify the 

voltage setting that produced the best combination of 

expansion and half-life. 

The foam expansion is stable for the moderate applied 

voltages up to 2 kV: it is close to 4 for WPI and 3.4 for 

CKP. For higher applied voltages, there is a significant 

reduction of the foam expansion for both foams. One 

significant factor is the increase in foam stability induced 

 
 

Fig. 4.  Liquid phase volume as a function of time, according to the 

applied voltage during foaming - WPI solution. 
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Fig. 6.  Map of foam expansion as function of the half-life of the 

collapse (Numbers after bracket correspond to the applied voltage). 

 
 

Fig. 5.  Liquid phase volume in the ElectroFoamVision at the end 

of the drainage for WPI and chickpea solutions. 
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by the high voltage. The electric field generated by the 

high voltage alters the properties of the gas bubbles within 

the foam, leading to enhanced stability and reduced 

coalescence between bubbles. As a result, the bubbles are 

less likely to merge and form larger bubbles, which 

ultimately limits the expansion of the foam.  

Without applied voltage, the half-life is close to 500 s. 

for the WPI and CKP’s foams. When foaming is 

performed under an electric field, the half-life of the foams 

increases up to 1000 s at the higher applied voltage. When 

the applied voltage is increased, there is a notable 

densification of the foam structure, leading to a reduced 

expansion and an extended half-life.  

It can be considered that the optimal condition to 

obtain the maximal expansion of the foam with a long 

half-life is reached at a low voltage setting of 1 kV (20 

kV/m) for both the WPI and chickpea solutions. Results 

indicated that at low voltage, foams exhibited remarkable 

expansion but had shorter half-lives, while at high voltage, 

expansion was reduced, but half-lives extended.  

 

 IV. DISCUSSION 
 

Our observations revealed distinctive trends in foam 

stability according to the applied voltage. As the electric 

field increased, we noticed a remarkable shift in the foam's 

stability, which yielded changes in the volume of the 

drained liquid phase. This observation signifies that, under 

the influence of an external electric field during the 

foaming period, the liquid remains in the foam state 

longer. This was attributed to a reduction in the size of gas 

bubbles escaping from the frit, thus diminishing surface 

tension. These smaller and more uniform gas bubbles 

incorporated into the liquid phase exhibited heightened 

stability and limited the disproportionation effect of foam 

destabilization. Furthermore, the electric field may 

influence protein conformation and weak intermolecular 

interactions, further contributing to foam stabilization.  

The densification of the foam structure can be 

attributed to several underlying factors. The intensified 

electric field induces stronger electrostatic interactions 

between the gas bubbles and the surrounding liquid phase, 

promoting closer packing and reduced bubble 

coalescence. As a result, the foam structure becomes more 

compact, leading to decreased expansion during the 

foaming process. Additionally, the electric field strength 

alters the interfacial properties of the foam, such as surface 

tension [6] and viscosity, which further contribute to foam 

densification. Moreover, the electric field may induce 

changes in the distribution and orientation of surfactant 

molecules at the gas-liquid interface, leading to enhanced 

foam stability and prolonged drainage time. Overall, the 

observed increase in foam density and extended half-life 

with higher electric field strength is attributed to the 

complex interplay between electrostatic forces, interfacial 

properties, and foam structure dynamics.  

 

V. CONCLUSION 
 

Experiments performed on the original set-up called 

ElectroFoamVision confirm that applying an electric field 

during the foaming process lead to more stable foams. A 

low voltage is sufficient to decrease surface tension, which 

results in smaller and more numerous gas bubbles during 

the foaming process, thus enhancing the foam's quality. 

Moreover, the decreased surface tension contributes to 

foam stabilization, leading to a prolonged half-life. 

However, at high voltages, the effects on protein structure 

lead to a reduction in foaming properties. In conclusion, 

applying a low-level electrostatic field during foaming can 

potentially enhance both the foaming process and the 

stability of the resulting foam. These results are promising 

for the conception of innovative food foaming equipment 

able to produce a high-quality foam under an electric field 

while reducing the energy required to create the new 

interfaces. 
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I.  INTRODUCTION 
 

For crewed long-term deep-space missions, the 

control of the atmospheric CO2 level in the space cabin is 

key in modern spacecraft environmental control and life 

support systems during exploration.  

Recently, ionic liquids have garnered significant 

attention as an energy-efficient innovative liquid 

absorbent for CO2 [1-4]. Takana et al. proposed ionic 

liquid electrospray to make the most use of ionic liquids’ 

CO2 absorption kinetic capability by generating nano-

order fine droplets [5,6]. It was experimentally 

demonstrated that the fine droplets were successfully 

generated by using ionic liquid electrospray. The fine 

droplets with a high specific surface area enhanced the 

surface reaction of CO2, resulting in significant decrease 

of the CO2 concentration in both closed [5] or flow 

chamber [6].  

In this study, the innovative ionic electrospray method 

using porous emitters has been proposed as the pump-free 

electrospray system. Using the porous material as the 

emitters, ionic liquid is passively supplied by capillary 

effect from the reservoir at the optimum flow rate for the 

spray. The onset voltage for electrospray with porous 

emitter under atmospheric pressure was clarified as its 

fundamental characteristics. The effect of counter 

electrode configuration on the generation of ultra-fine 

droplets and CO2 absorption characteristics was 

experimentally elucidated. 

 

II. METHODOLOGY 

 

Figure 1 shows the photos of the porous emitter made 

of the alumina with pore size of 0.5 µm at the porosity of 

30%. At the center of the 18 mm x 18 mm porous plate 

with the thickness of 1 mm, 7 cone-shape emitters are 

fabricated. Each emitter is 150 µm in height with bottom 

diameter of 250 µm. They are arranged at the interval of 

450 µm. As shown in Fig.2 (a), the counter electrode with 

the thickness of 0.1 mm is located 4 mm above the emitter  

     
(a)                                      (b) 

 
Fig. 1.  Photos of porous emitter. (a) top view and (b) side view.  

 

 
Fig. 2.  Schematic illustrations of porous emitter with counter 

electrode. (a) 5 mm hole, (b) 1.0 mm hole, (c) 0.3 mm hole, and 

(d) 0.3 mm holes x 7. 

 

plate with the hole diameter of 5.0 mm, 1.0 mm and 0.3 

mm, respectively. The center of the hole coincides with 

the center axis of the middle emitter. The counter electrode 

with 7 holes with 0.3 mm in diameter for each emitter is 

also used in the experiment (Fig. 2(d)). Collector plate is 

located 2 mm above the counter electrode to measure the 

current carried by sprayed charged droplets. The current 

from the counter electrode is also measured by pico-

ammeter. Here the current from the collector plate and 

counter electrode are referred to as spray current and 

emitter current, respectively. The ionic reservoir is located 

at the bottom of the emitter plate so that the ionic liquid  
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Fig. 3.  Relationship between voltage and collector current for 

different counter electrodes.  

 

 
 

Fig. 4.  Relationship between voltage and emitter/collector 

current.  

 

permeates into porous emitter by capillary effect. The 

ionic liquid used in this study was [Emim][Ac]. The high 

voltage is applied to the electrode rod in the ionic liquid 

with the counter electrode and collector plate grounded. 

The size distribution of the generated droplet was 

measured by scanning mobility particle sizers (SMPS3938, 

TSI)  by sampling the droplets at 3 mm above from the 

counter electrode for 30 seconds at 1.0 L/min. 

 

III. RESULTS AND DISCUSSIONS 
 

Figure 3 shows the collector current when the applied 

voltage increases at 33 V/s. In the case of counter electrode 

with 5.0 mm hole, there is almost no current flowing up to 

6 kV, meaning that the electrospray does not occur due to 

not reaching the onset electric field at the emitter tips. The 

collector current shows the highest for 0.3 mm x 7 holes, 

followed by 1.0 mm and 0.3 mm hole in counter electrode. 

Since the current for 1.0 mm hole is higher than that of 0.3 

mm single hole (single emitter), it is found that 

electrospray is initiated from multiple emitters even using 

one hole over the emitters in the counter electrode. The 

collector current rises at approximately 3 kV in all cases, 

it can be concluded that the onset voltage for the spray is 

around 3 kV in this experimental setup. Even introducing 

7 emitters (0.3 mm x 7 case), the collector current is not  

 
Fig. 5.  Cumulative percentage of droplet diameter for various 

applied voltages for counter electrode with 0.3 mm x 7 holes.  

 

 
 

Fig. 6.  Time evolution of absorbed carbon dioxide for various 

counter electrode at 5.5 kV. 

 

necessarily 7 times higher than that of single emitter (0.3 

mm case). 

The emitter/collector current for the applied voltage is 

shown in Fig. 4 for the counter electrode with 1.0 mm hole 

and 0.3 mm x 7 holes. The lower collector current than 

emitter current implies that the part of generated droplets 

deposited on the counter electrode. In the case of 0.3 mm 

x 7 holes, the difference between the emitter and collector 

current is higher than that of 1.0 mm case, and this 

difference increases with applied voltage. The collector 

current at 6 kV in the case of 0.3 mm x 7 holes is about 0.1 

times lower than emitter current. When the sum of the 

emitter and collector current corresponds to the number of 

generated droplets by electrospray, 89 % of the generated 

droplets were considered to be deposited on the counter 

electrode. This could be the reason why the increase in 

collector current for 0.3 mm x 7 holes is suppressed as 

discussed in Fig. 3.  

Figure 5 shows the cumulative percentage of the 

droplet diameter for the counter electrode with 0.3 mm x 

7 holes. The data for 0 kV corresponds to the atmospheric 

nanoparticle in the room. By applying the electric field, it 

is clearly shown that the finer droplets were generated by 

electrospray from the porous emitter. With the applied 

voltage, the median diameter of the droplets decreases. 

The median diameter for 6 kV was 15 nm.  
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The CO2 absorption was demonstrated by 

electrospraying in the closed acrylic chamber. Before the 

electrospray, the chamber air is replaced by CO2 gas 

(>99.5% purity). The pressure in the closed chamber 

decreases with electrospray absorbing CO2. Therefore, the 

molar number of the absorbed CO2 was obtained by 

measuring the chamber pressure and temperature. The 

time evolution of absorbed CO2 is shown in Fig. 6 during 

60 minutes of electrospray at 5.5 kV using the counter 

electrode with 1.0 mm hole and 0.3 mm x 7 holes, 

respectively. The ionic liquid volume in the reservoir was 

0.45 mL.  

The absorbed CO2 increases with time even without 

applied electric field because the ionic liquid itself absorbs 

CO2. The highest CO2 absorption was obtained for the 

counter electrode with 0.3 mm x 7 holes. The absorbed 

CO2 in this case reaches 0.25 mmol after 60 minutes of 

spraying, which is 2.7 times higher than the case without 

electric field. This result comes from increased specific 

area of the ionic liquid droplets in space through 

generation of ultra-fine droplets. The improvement in CO2 

absorption remains 19% between the cases with counter 

electrode with 1.0 mm hole and 0.3 mm x 7 holes. This is 

because more droplets deposited the counter electrode 

with 0.3 mm x 7 holes by electrostatic repulsive 

interactions between droplets as implied from Fig. 4. 

Further improvement is expected by increasing the emitter 

intervals for less electrostatic interaction between charged 

droplets.    

 

IV. CONCLUSIONS 
 

The fundamental characteristics of ionic liquid 

electrospray by porous emitter as well as the CO2 

absorption was experimentally clarified. The 

configuration of the counter electrode strongly affects the 

spray characteristics. For multiple porous emitters, 

electrospray is possible even using counter electrode with 

one hole, however the diameter of the hole has to be small 

enough for the electric field at the emitter tip being over 

the onset electric field for the electrospray. Finer droplets 

are obtained by placing the holes for each porous emitter 

in the counter electrode, which contributes to 

enhancement of CO2 absorption by increasing the ionic 

liquid specific surface area with smaller droplets. The 

distance between emitters should be large enough to 

suppress the deposition of generated droplets on the 

counter electrode due to the electrostatic repulsive 

interaction between charged droplets.    
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1. Technical Background 

 
Today, two kinds of wet electrostatic precipitators 

(WESPs) have been widely investigated and used for 

particle matter (PM) collection. Traditional one is based 

on directly sparry water into the WESP to cool down 

gaseous and electrode temperature and at the same time to 

clean the electrodes. One drawback of such design is large 

amount of waste water need to be further treated. The new 

WESP design is based on both gaseous and electrode 

temperatures are reduced by the gas-liquid heat exchange 

processes [1,2]. Advantages of such WESP include small 

amounts of waste water, heat recovery via producing hot 

water, electrode self-cleaning due to condensed water 

film, improvement PM collection due to reduced gaseous 

velocity near the collection electrode [3,4]. Moreover, ions 

wind enhanced heat exchange processes have been widely 

reported by using corona discharge technique [5,6,7]. This 

paper discusses both PM collection improvement and 

enhancement of the heat exchange process.  

 

2. Results and Discussions 

 

Figure 1 shows schematic diagram of a single wire-

cylinder type wet electrostatic precipitator, the inner 

diameter and length are 200mm and 920mm, respectively. 

For heat exchange, tap water is used to cool down the 

outside temperature of the cylinder. The PM, gas 

temperature, relative humidity, and gaseous velocity are  

50mg/m3,  120C,  100%, and 0.4-1.2m/s, respectively. 

PM grade collection efficiency, gaseous temperature drop, 

water collection rate and corona power consumption are 

used to evaluate the processes.  Details were reported early 

[1,2]. Under similar test conditions, Figure 2 shows a 

photo of small pilot test set up with a gas flow rate of 

10000m3/h. 19 of parallel wire-cylinder WESP are used 

with inner diameter of 160 mm and length of 1200 mm. 
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Abstract- By cooling down the collection electrode temperature of wire-cylinder type wet electrostatic 

precipitator, both gas cleaning and heat saving can be simultaneously realized. Both laboratory tests and small 

pilot demonstrations have confirmed that the heat transfer coefficient can be enhanced by a factor of 2, and water 

aerosol and/or particle matter can be collected at an energy cost of around 800kg(H2O)/kWh. Considering the 

energy costs of per kWh and water are 0.1-0.3 CNY/kWh and 5-8CNY/t, the technique may lead to wide 

applications for water saving. 
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Fig.1 laboratory test setup 

Fig.2 pilot test setup 
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2.1 Effects on heat exchange coefficient 

 

Figurec3 shows typical effects of the applied voltage, 

gaseous velocity, relative humidity, inlet gaseous 

temperature, and initial PM concentration on the heat 

transfer coefficient. The heat transfer coefficient is defined 

by Newton's law of cooling as expressed as: 

 

   q = k⋅A⋅ΔTm     (1) 

 

where,   

q: Heat transfer rate (W) 

k: Heat transfer coefficient (W/m2K) 

A: Surface area of contact (m2) 

ΔTm: Log Mean Temperature Difference (LMTD) as 

defined as below. 

            

          (2) 

 

 

where:   

ΔT1: Temp difference at one end of the exchanger. 

ΔT2: Temp difference at the other end. 

 

The coefficient k0 refers to the observed data without 

applying voltage. The ratio k/k0 is used to evaluate the 

enhancement factor. When the voltage is below the corona 

inception value, the electrostatic field has almost no effect 

on the coefficient. With increasing the applied voltage, the 

ratio rises from 1 to 2 due to ions wind, PM collection and 

condensation of water film on the inside wall of the 

cylinder.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Water collection and PM collection 

 

Figure 4 shows typical PM collection efficiency via 

the applied voltage. Previous experimental observation via 

Particle Image Velocity (PIV) have confirmed that due to 

the water film on the collection electrode, the ions wind 

induced vortex can be significantly limited, as a result the 

PM collection efficiency is improved. Outlet PM 

concentration can be easily down to less than 5mg/m3. 

Figure 5 shows water collection rate via the applied 

voltage. By reducing gaseous velocity and increasing the 

applied voltage, the water collection rate rises from about 

1.5kg/h to about 3.5kg/h, which is in agreement with the 

enhancement of the heat exchanger coefficient as shown 

in Fig.2. The gaseous temperature drops with increasing 

the applied voltage from about 10C to 20C.  
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Fig.3 shows typical effects of applied voltage, 

gaseous velocity, relative humidity, and inlet 

gaseous temperature, initial PM concentration on 

the heat transfer coefficient.  
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Fig.5 shows typical water collection 
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Fig.4 shows typical PM collection 
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With regard to the small pilot test, the same heat 

exchange coefficient enhancement was observed, but due 

to its small size, the temperature drop and water collection 

rate become smaller in contrast to laboratory results as 

shown in Fig.6 and Fig.7.  And typical energy cost is 

shown in Fig.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Conclusion 

 

Both laboratory and pilot tests confirmed that the 

hybrid wet electrostatic precipitator can be used not only 

for PM and/or aerosol collection, but also for energy 

recovery with very little waste water generation. It is 

expected to use the technique for several kinds of 

industries, such as coal-fired power plants for water 

saving, phosphorus collection and gasification for PM 

collection.  For industrial applications, however, the ESP 

sizing methods must be revised according to the following 

observations: 

1) In contrast to traditional wet ESP, the gas 

velocity should be reduced from 2-3m/s to be 

less than 1m/s in order to achieve a significant 

temperature or a large amounts of water 

collection. Both positive and negative corona 

can be used for the industrial systems.  

2) A factor of two heat transfer coefficient 

enhancement is reliable for evaluating energy 

saving and/or the electrode area. Electrode 

shape, however, should be further optimized to 

have a very compact system. 

3) Both positive and negative corona can be used 

for the industrial systems.  
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Fig.6 Temp drop via the applied voltage 
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Fig.7 Water collection rate via the applied 
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Fig.8 shows typical water collection cost via the applied voltage 
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I.  INTRODUCTION 

Electrohydrodynamics (EHD) studies the interaction 

between electric fields and dielectric media such as liquids, 

gases, and crystals, integrating concepts from 

electrodynamics, fluid mechanics, electrochemistry, and 

heat transfer [1]. Electrothermal convection (ETC), a key 

topic in EHD, poses numerical challenges due to the 

strong coupling among electric, thermal and flow fields, 

especially in complex geometries or multiscale problems 

where traditional methods demand fine grids and high 

computational cost [2]. Physics-Informed Neural 

Networks (PINNs) offer an efficient alternative by 

embedding governing PDEs into the loss function, 

enabling mesh-free, physics-constrained learning of 

solution fields. This enhances efficiency and reduces 

solver complexity. The core principle of PINNs is to 

incorporate the governing partial differential equations 

directly into the loss function of deep learning models. 

Unlike traditional numerical methods that rely heavily on 

fine mesh generation and iterative solvers, PINNs leverage 

neural networks to approximate the solution fields while 

inherently satisfying the physical laws. This approach not 

only enhances computational efficiency but also reduces 

the dependency on mesh resolution and solver complexity.  

Currently, numerous studies have successfully 

applied PINNs to CFD, highlighting the practical potential 

of this approach. Zou et al.[3] proposed a method using 

PINNs to solve 2D Rayleigh-Bénard convection problems, 

overcoming the limitations of traditional numerical 

methods. Patricio Clark Di Leoni et al.[4] investigated the 

ability of PINNs to reconstruct turbulent RBC using only 

temperature data. The results show that at low Rayleigh, 

PINNs yielded results comparable to nudging methods, 

while at higher Rayleigh, PINNs outperformed nudging, 

achieving satisfactory reconstruction of the velocity field 

when high-resolution spatial and temporal temperature 

data were provided. Moreover, PINNs have shown 

exceptional performance in inverse time prediction 

problems, significantly enhancing the accuracy of future 

predictions. For instance, Lucor et al.[5] enhanced the 

PINNs training process by relaxing the incompressibility 

condition in the PDE residuals, which improved both the 

convergence and the model performance.  

This study focuses on developing a PINN solver 

capable of automatically performing hyperparameter 

optimization for the rapid prediction of steady-state ETC 

flow. A comprehensive evaluation of the accuracy and 

efficiency of the PINN solver is conducted, laying the 

foundation for future research on applying PINNs to 

transient predictions and electro-thermal turbulence.  

II. METHODOLOGY 

A. Configuration, governing equations, and boundary 

conditions 

In this study, we investigate the two-dimensional 

electro-thermal convection process within a square cavity 

with slip boundaries, which represents a common physical 

configuration in EHD research. Fig. 1 shows a graphical 

representation of the physical configuration. 

 

Fig. 1 Graphical representation of the physical 

configuration of ETC flow 

Under the weakly compressible Boussinesq 

approximation, and ignoring the influence of charge 

diffusion, the governing equations for ETC flow include: 
∇ ∙ 𝐮 = 𝟎 (1) 

𝜕𝐮

𝜕𝑡
+ (𝐮 ∙ ∇)𝐮 = −∇𝑃 + 𝜇∇2𝐮 − 𝐠𝛽(𝜃 − 𝜃0) +

𝑞𝐄

𝜌
 (2) 

𝜕𝜃

𝜕𝑡
+ ∇ ∙ (𝐮𝜃) = 𝜅∇2𝜃 (3) 
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𝜕𝑞

𝜕𝑡
+ ∇ ∙ (𝑞𝐮 + 𝑞𝐄) = 0 (4) 

∇2𝜙 = −
𝑞

𝜀
 , 𝐄 = −∇𝜙 (5) 

The characteristic length is H, characteristic velocity 

is chosen as the charge drift velocity 𝑈𝑟 =
𝐾𝜙1

𝐻
, the 

characteristic temperature is (𝜃1 − 𝜃0). The characteristic 

electric potential and charge density are denoted by 𝜙1 

and 𝑞1  respectively. The resulting nondimensional 

governing equations are given as follows: 
∇∗ ∙ 𝐮∗ = 𝟎 (6) 

𝜕𝐮∗

𝜕𝑡∗
+ (𝐮∗ ∙ ∇∗)𝐮∗ = −∇∗𝑃∗ +

𝑀2

𝑇
∇2𝐮∗ −

𝑀4𝑅𝑎

𝑇2𝑃𝑟
𝜃∗ 

+𝐶𝑀2𝑞∗𝐄∗ 

(7) 

𝜕𝜃∗

𝜕𝑡∗ + ∇∗ ∙ (𝐮∗𝜃∗) =
𝑀2

𝑇𝑃𝑟
∇2𝜃 (8) 

𝜕𝑞∗

𝜕𝑡∗ + ∇∗ ∙ (𝑞∗𝐮∗ + 𝑞∗𝐄∗) = 0 (9) 

∇∗2𝜙∗ = −𝐶𝑞∗ , 𝐄∗ = −∇∗𝜙∗ (10) 

Here, the dimensionless parameter 𝑇 is the electric 

Rayleigh number, representing the ratio of electric force 

to viscous force. Parameter C denotes the charge injection 

intensity, and 𝑀 is the ratio of hydrodynamic mobility to 

ionic mobility. Ra is the Rayleigh number, which 

characterizes the convective heat transfer capability of the 

system. 𝑃r is the Prandtl number, determined by the 

physical properties of the fluid. 

𝐶 =
𝑞0𝐻2

𝜀(𝜙1 − 𝜙0)
 𝑀 =

(𝜀 𝜌⁄ )0.5

𝐾
 𝑇 =

𝜀(𝜙1 − 𝜙0)

𝜇𝐾
 

𝑅𝑎 =
𝑔𝛽(𝜃1 − 𝜃0)𝐻3

𝑘𝜈
 𝑃𝑟 =

𝜈

𝑘
  

B. Multilayer Physics-Informed Neural Network 

In this study, a multilayer PINN is developed to solve 

the ETC problem. The architecture of the PINN is 

schematically illustrated in Fig. 2. The network consists of 

an input layer, multiple hidden layers, and an output layer. 

The input layer receives two-dimensional Cartesian 

coordinates, while the output layer simultaneously 

predicts the relevant physical fields, including velocity 

components, pressure, temperature, electric potential, and 

charge density. 

 

Fig. 2 The architecture of the multilayer Physics-

Informed Neural Network 

A notable feature of the ETC system is the large 

disparity in the magnitudes of different physical quantities. 

To mitigate the risk of gradient imbalance and biased 

weight updates during training, all input coordinates and 

output variables are normalized. 

𝐷𝑎𝑡𝑎𝑛𝑜𝑟𝑚 =
𝐷𝑎𝑡𝑎 − 𝑚𝑒𝑎𝑛(𝐷𝑎𝑡𝑎)

𝑠𝑡𝑑(𝐷𝑎𝑡𝑎)
 (11) 

Additionally, neural network training employs Adam 

optimizer, which adaptively estimates the first- and 

second-order moments of the gradients to assign 

individual learning rates to each parameter. To further 

enhance training efficiency and robustness, a learning rate 

scheduling strategy based on ReduceLROnPlateau is 

adopted. 

C. Error assessment 

In this study, the mean squared error (MSE) is adopted 

as the loss metric due to its smoothness, differentiability 

and its tendency to penalize larger errors more heavily, 

which supports stable and efficient gradient-based 

optimization.  

MSE =
1

𝑁
∑(𝐷𝑎𝑡𝑎𝑃𝐼𝑁𝑁

𝑖 −𝐷𝑎𝑡𝑎𝑒𝑥𝑎𝑐𝑡
𝑖 )

2
𝑁

𝑖=1

 (12) 

𝐿𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠𝐺𝐸 + 𝐿𝑜𝑠𝑠𝐵𝐶 + 𝐿𝑜𝑠𝑠𝐷𝑎𝑡𝑎 (13) 

MSE offers a unified and interpretable framework for 

integrating multiple loss components while maintaining 

consistency with the physical objective of minimizing the 

average prediction error. 

III. RESULTS 

A.  Hyperparameter optimization  

Hyperparameter optimization is an important process 

to ensure the efficiency and accuracy of PINNs. In this 

study, we systematically investigate the effects of four 

commonly used activation functions in fluid dynamics 

problems, namely Tanh, SiLU, ReLU, and LeakyReLU. 

The governing equations used for training include both the 

dimensional form (Equations 1–5) and the non-

dimensional form (Equations 6–10). 

Fig.3 illustrates the evolution of the L2 norm of the 

velocity in the 𝑥-direction with respect to the number of 

training iterations, under different activation functions and 

for both dimensional and non-dimensional forms of the 

governing equations. As shown, the most effective setup 

for solving the ETC is to employ the dimensional 

governing equations together with the hyperbolic tangent 

(Tanh) activation function. 

 
Fig. 3 Comparison of L2 errors for x-direction velocity 

(u) with different activation functions at C=1, M=10, 

T=200, Ra=10000, Pr=0.7 

CONTENTS 19: Modeling Steady Electrothermal Convection. . .

62



 

 

 The Ray Tune HPO framework is also integrated into 

the PINN architecture to enable automated and adaptive 

tuning of key hyperparameters. Ray Tune is a distributed 

hyperparameter tuning library in Python that offers 

advanced features such as automated sampling, parallel 

execution, and support for various search algorithms. It 

performs random sampling within predefined 

hyperparameter ranges, evaluates the resulting 

configurations by computing the corresponding global 

loss, and identifies the optimal configuration from the 

sampled candidates. The HPO workflow using Ray Tune 

is illustrated in Fig. 4. 

 
Fig. 4 Ray Tune-Based Hyperparameter Optimization 

Workflow 

  According to the Ray Tune optimization results, the 

best performing model consists of 4 hidden layers with 80 

neurons per layer, a learning rate of 0.00408634, and the 

Tanh activation function. The choice of activation 

function is consistent with previous findings, further 

validating the selection. Fig. 5 illustrates the evolution of 

the global MSE loss during training using the 

hyperparameter configuration optimized by Ray Tune. It 

can be observed that the hyperparameters identified 

through Ray Tune significantly accelerate the decrease of 

the MSE loss, demonstrating the necessity and 

effectiveness of the HPO process. 

 
Fig. 5 Effect of Ray Tune-Based Hyperparameter 

Optimization on MSE Loss Evolution During Training 

B.  PINN prediction  

In previous tests, we established a complete PINN 

framework for solving ETC flows and employed Ray 

Tune to identify the optimal hyperparameter configuration, 

thereby enhancing the generalizability of the model. In the 

following section, this trained PINN will be applied to 

solve ETC problems, and its predictions will be compared 

against high-fidelity FVM simulation results to evaluate 

the accuracy of the PINN-based solution. 

A representative case is considered in this study as 

shown in Fig. 1. The domain dimensions were set to 

Lx=3H and Ly=H. The bottom plate was configured as a 

high-temperature, high-voltage electrode, while the top 

plate served as a low-temperature grounded electrode. The 

left and right boundaries are treated as slip walls. The 

dimensionless parameters were kept consistent with the 

previous case: Ra=10000, C=1, M=10, T=200. Figs. 5 and 

6 present a comparison between the PINN results and the 

CFD reference solution. 

  

Velocity in the Y direction 

  

Temperature distribution 

  

Electric potential distribution 

  

Charge distribution 

Fig. 6 Comparison of the space distribution at Ra=10000, 

C=1, M=10, T=200: (left) High-resolution FVM solution; 

(right) PINN results 

 

Fig. 7 Comparison between PINN and high-resolution FVM 

solutions at Ra=10000, C=1, M=10, T=200 

As shown in Figs. 6 and 7, the PINN is able to 

accurately reconstruct the spatial distributions of velocity, 

temperature fields, and electric potential. However, due to 

the steep gradients in the charge density distribution, the 

network struggles to capture highly accurate values in 

regions of sharp variation. Nevertheless, it still succeeds 

in reproducing the overall spatial pattern and trend of the 

charge distribution with reasonable fidelity. This issue is 

primarily attributed to the inability of coarse-mesh CFD 

training data to accurately capture the charge density 

distribution. Improving the accuracy of training data can 

alleviate this limitation to some extent; however, 

generating high-fidelity data requires significantly 

increased computational cost, which partly contradicts the 

original motivation of using PINNs for efficient and rapid 

prediction. 

 Finally, we evaluate the practicality of the PINN 

approach from the perspective of computational efficiency. 
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Taking the last case as an example, the fine-mesh finite 

volume simulation using OpenFOAM required 15 hours 

on a 32-core CPU. In comparison, the training of the GPU-

based PINN model took approximately 7 hours and 12 

minutes, while the generation of the coarse-mesh 

supervision data required only 35 minutes. Considering 

the training time, this results in an overall efficiency 

improvement of approximately 52%. More importantly, 

once trained, the PINN model can be reused to reconstruct 

high-resolution flow fields in under 5 seconds, 

representing a substantial gain in prediction speed for ETC 

flows. Therefore, although the predictive accuracy of 

PINNs may still fall short of high-fidelity CFD solvers, 

their ability to deliver rapid approximations makes them a 

highly attractive tool for real-time or iterative applications. 

V. CONCLUSION 

In this study, Physics-Informed Neural Networks are 

applied to model steady-state electro-thermal convection 

in electrohydrodynamic systems. The effectiveness of 

different activation functions is systematically evaluated, 

and the Ray-Tune algorithm is used for dynamic 

hyperparameter optimization, significantly improving 

training efficiency. The trained PINN is validated on two 

representative EHD scenarios, demonstrating high 

accuracy in capturing key flow and temperature features. 

A comparative analysis with conventional CFD methods 

highlights the advantages of the PINN approach in terms 

of both computational efficiency and predictive 

performance. The main findings are as follows: 

1. The combination of the Tanh activation function and 

the governing dimensional equations yields optimal 

performance. Ray Tune further enhances training 

efficiency by enabling automated hyperparameter 

tuning. 

2. The PINN model effectively reconstructs the spatial 

distributions of velocity, electric potential, and 

temperature. While predictions of charge density 

show reduced accuracy due to coarse training data 

and steep spatial gradients, the overall distribution 

trend is well captured. 

3. Compared to traditional CFD, the PINN method 

improves computational efficiency by up to 52%, 

even when accounting for data preparation and 

training time. Once trained, the model can generate 

high-fidelity predictions within 5 seconds, making it 

highly suitable for rapid simulations. 

 In summary, this work demonstrates the potential of 

integrating PINNs into EHD modeling and offers a novel 

framework for physics-driven and data-efficient 

simulation. Future research will further explore the 

reconstruction and prediction of transient EHD 

phenomena using PINNs. 
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I.  INTRODUCTION 
 

Gas–liquid interfacial plasma generated on the surface 
of a liquid or in a liquid is expected to be used as an 
advanced water treatment technology to decompose 
persistent organic compounds by highly reactive OH 
radicals (•OH). •OH has a short lifetime due to its high 
reactivity, and it is important to make generated •OH react 
with decomposition targets effectively. The reaction 
process is complex, involving a gas phase including 
plasma, gas–liquid interface, and liquid phase. 
Understanding the complex reaction process is essential 
for effective and efficient water treatment, but there are 
many factors that are difficult to measure quantitatively, 
such as the precise distribution of radical densities. 
Therefore, a numerical simulation is an effective tool for 
understanding the reaction processes in gas–liquid 
interfacial plasmas. 

Recently, the formation of flow in the liquid phase by 
pulsed plasma generated on the water surface has been 
reported [1],[2]. In this study, the importance of liquid 
flow was evaluated by simulating the reaction of acetic 
acid decomposition using argon pulsed plasma generated 
above the acetic acid solution. 
 
 

II. REACTION MODEL 
 

Numerical simulations were performed using 
COMSOL Multiphysics®. As shown in Fig. 1, an 
axisymmetric 2D model was built. For details of the 
reaction model, please refer to [3]. 

The treatment solution was an aqueous acetic acid 
solution with a total organic carbon (TOC) concentration 
of 10 mgTOC/L. The gap length between the needle tip and 
the water surface was 1 mm. The discharge gas was argon 
containing 3% water vapor. A positive pulsed voltage of 3 
kV peak, 200 ns pulse width, and 1 kHz repetition rate was 
applied to the needle electrode to simulate the argon 

plasma formed between the needle tip and the water 
surface. The particles considered are e−, Ar, Ar+, Ar*, H2O, 
H2O+, •OH, H•, HO2•, H2O2, and CH3COOH. 

In the present reaction model, the formation of •OH in 
the liquid phase by positive ion irradiation of the water 
surface or ultraviolet light irradiation is neglected. 
Basically, the active species produced in the gas phase by 
the plasma are transported to the liquid phase through the 
gas–liquid interface. The mass transfer of reactive oxygen 
species through the gas–liquid interface was calculated by 
imposing the following two boundary conditions for each 
species: 

gas liq
gas liq

C C
D D

z z

¶ ¶
=

¶ ¶
,                           (1) 

gasgasliq CHRTC  ,                              (2) 

where Dgas and Dliq are the diffusion coefficients in the gas 
and liquid phases, respectively, and were set to 10−5 m2/s 
and 10−9 m2/s for all species. Cgas and Cliq are the densities 
of the species in the gas and liquid phases, respectively. H 
is Henry’s constant, R is the gas constant, and Tgas is the 
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Fig. 1. Simulation model geometry. 
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gas temperature set at 300 K. The flux at the gas–liquid 
interface was assumed to be continuous according to (1), 
thus satisfying the mass conservation law. Equation (2) 
assumes that the gas–liquid interface is in equilibrium 
according to Henry’s law. 

To see the effect of the liquid-phase flow, calculations 
were performed with and without the flow shown in Fig. 
2. 

 
 

III. RESULTS AND DISCUSSION 

 
Gas-phase •OH was mainly produced by the 

dissociation of water molecules by metastable argon 
atoms (Ar*). Therefore, the •OH density was high near the 
water surface, where much amount of Ar* was produced 
due to high electron number density and electron energy. 
The gas-phase •OH density increased during the 200 ns of 
voltage application and then decreased due to a self-
quenching reaction producing H2O2. 

A small portion of •OH produced near the water 
surface and H2O2 produced by the self-quenching reaction 
of •OH diffuse into the liquid phase. The instantaneous 
reaction rates of •OH with different species in the liquid 
phase during one period of the applied voltage at 1 kHz 

are shown in Fig. 3(a) without and Fig. 3(b) with the liquid 
flow, respectively. In the case of no liquid flow, only 
diffusion transported the species. Since the diffusion 
coefficient in the liquid phase is very small, the 
concentrations of H2O2 and HO2• near the water surface 
were very high, consuming much amount of •OH in the 
liquid phase. Considering the liquid flow, the 
concentrations of H2O2 and HO2• became lower due to 
their convection, and the amount of •OH contributing to 
the decomposition of CH3COOH increased by a factor of 
2.5. Thus, even a very weak flow with a velocity of about 
1 cm/s has a significant effect on the reaction process in 
the liquid phase. 
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Fig. 3.  Instantaneous reaction rate of •OH in liquid phase, (a) without liquid flow, (b) with liquid flow. 
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Fig. 2.  Assumed liquid flow induced by plasma. 
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Abstract:  
Electrospray-based systems have been extensively studied for ionization mass spectrometry, nanoparticle 
synthesis, size reduction, drug delivery and in recent times as possible air cleaners. The initial droplet diameters 
of an electrospray are important parameters which govern the emergent size distributions as well as the 
subsequent dynamics of the electrospray-based device. We propose a first principle semi-theoretical approach, 
validated by comparison with scaling laws as well as previous experimental data available in literature, to estimate 
these diameters from the information of the measured currents. It has been known that electrospray currents are 
often associated with corona discharge that makes it difficult to ascribe the currents entirely to droplet charges. 
We examine this problem afresh by measuring currents with (spray mode) and without (dry mode) liquid, using 
water-ethanol mixture. The low voltage (<5 kV) current (stable cone jet regime) information crucially enables us 
to combine the measured currents with Rayleigh critical charge information and establish the upper bound droplet 
sizes. The results also have implications to the development of electrospray devices with minimal corona discharge 
currents.   

Keywords: Electrospray, Current- Voltage Estimation, Droplet Diameter 

I. Introduction 
Electrospray devices have been extensively used in 
ionization mass spectrometry [1], [2], nanoparticle 
synthesis [3], [4], drug delivery [5] etc. In recent times 
attempts also have been made to explore their potential 
as air cleaners [6], [7], [8]. The current-voltage response 
of an electrospray device provides fundamental 
characteristics of its operation[9]. The electrospray 
droplets carry high charges and undergo evaporation 
leading to successive Rayleigh break up in the course of 
their traversal towards the ground plate [10]. The 
breakup process determines the size distribution of the 
satellite nano-droplets. The charges carried by 
electrospray droplets depend upon the flow-rate and the 
applied potential or equivalently [11], the currents in the 
system. In this paper we argue that from the information 
on the measured currents, it is possible to establish an 
upper bound on the original size of the mother droplets 
by invoking the Rayleigh critical charge. It may be 
noted that electrospray droplet size measurements are 
difficult requiring sophisticated, expensive 
instrumentation such as phase-doppler anemometry. In 
the light of this, a semi-theoretical approach proposed 
here might be useful in providing a first estimate the 
droplet sizes at the stage of stable cone-jet mode. 
However as shown by previous investigators [9] there 
could be significant influence of corona discharge on the 
electrospray current, which makes it difficult to ascribe 

the currents entirely to the liquid jet. To take a step 
forward, it is necessary to delineate the corona current. 
This is often done using light emission measurements 
[12]. In the present study, we measured the currents 
across the nozzle and ground plate without (dry mode) 
and with liquid flow. The dry mode currents are 
unequivocally attributed to corona discharge and this 
was compared with currents with the liquid.  In a general 
context, an understanding of the current-voltage 
characteristics is essential for characterizing various 
aspects associated with the droplet dynamics and 
breakup in electrosprays.  

In this study, we examine the dependence of estimated 
diameters on droplet flow rate using current-voltage 
data for a specific case of water-ethanol electrospray 
system. This system is chosen for a potential future 
application of nanoparticle generation of water-soluble 
compounds.  The estimated droplet diameters are also 
compared with the theoretical predictions using the 
formula derived from scaling laws [13] . 

II. Methodology 
The purpose of this study is to develop a simple 
methodology for providing a first estimate of electro 
sprayed mother droplet diameters. A knowledge of the 
primary (mother) droplet diameter in turn provides 
critical insight into the characteristics of secondary 
(daughter) droplets formed through a cascading breakup 
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process. Accordingly, we present the setup employed 
and the experimental details of the current measurement 
in electrospray systems. 

Devices and Components 

i. Body of spray:  

Researchers have used needles, orifices, wicks etc. for 
electrospray formation on the basis of applications. 
Although, needle-based electrosprays are preferable 
due to robustness and ease of uses. We have used SS 
based blunt needles (Nordson Corporation) with 0.25 
mm inner and 0.52 mm outer diameters.  
 

ii. Liquid Composition:  
Various liquids have been used in literatures for 
electrospray generation.  Our focus is on water-based 
electrospray. However, its high surface tension hinders 
stable electrospray formation. To overcome this, a 50% 
ethanol with 50% DI water mixture was used, reducing 
the surface tension to approximately 0.03 N/m, 
sufficient for generating stable electrosprays at lower 
voltages. 

iii. Liquid delivery method: 
We used the syringe pump (NE-1000) for maintaining 
liquid flow.  While, one can also use gravity driven flow, 
it is difficult to manage the flow rate in gravity driven 
flow and hence syringe pump is chosen. 

iv. Power supply:    

A DC potential was applied using a function generator 
(Agilent 33220A) and amplifier (Trek 20/20C-HS), 
with the positive potential in the liquid. A grounded 
plate placed 30 mm from the needle tip established the 
electric field.  

v. Current measurement:  

A pico-ammeter (SES Instruments, DPM111) is used for 
measuring the current between the needle and the 
ground electrode.  

Experimental Procedure:  

i. Current-Voltage Curve: 

The electrospray exhibits distinct operational modes 
depending on the applied potential, which can be 
inferred from the measured current data. For various 
flow rates, the corresponding electrospray current was 
recorded across a range of applied voltages. The 
resulting current-voltage characteristics are presented in 
Fig. 1. The current value for the stable cone-jet mode 
was used to estimate the charge density. 

ii. Relationship with Droplet Diameter: 

If the current measured at the stage of formation of a 
stable electrospray is denoted by (𝐼) for a liquid flow 

rate (𝑄), then the volumetric charge density (𝜌) in the 

fluid is defined as, 𝜌 =
ூ

ொ
. We now assume that this 

charge density is uniform across all droplet sizes. In that 
case, the total charge (𝑄ௗ) carried by a typical droplet 
of size 𝑑, is  

 𝑄ௗ = 𝜌  
గ


𝑑ଷ =

గ



ூ

ொ
𝑑ଷ,   [1] 

It would be true for all the droplet sizes. However, due 
to the presence of electric charge, the droplets will 
develop Rayleigh instability if the charge contained in 
the droplet exceeds its Rayleigh limit, given by, 

 𝑄ோ = (8 𝜋ଶ 𝜖 𝛾𝑑ଷ)ଵ/ଶ.                   [2] 

Where, 𝜖 is the permittivity of free space and 𝛾 is the 
surface tension of liquid. 

Since droplets cannot exist with charges higher than the 
Rayleigh charge (𝑄ோ), the crossover point is the 
diameter at or below which the droplets will exist. Since 
Rayleigh break-up process involves expelling large 
charge (40%) with very little (~1-4%) loss of mass [14], 
the size of the primary droplets will alter very little in 
the initial stages. This is essentially an upper limit since 
evaporation and break up events will eventually create 
a broad droplet spectrum as they traverse in the 
electrospray. 

III. Results & Discussion 
i. Current- Voltage Characterization 

The operational modes of the electrospray system in 
Fig. 1, consist of measured current with increasing 
applied voltage under two distinct conditions of “with 
and without (dry mode)” liquid flow. The electrospray 
attains stable cone-jet mode in the potential range of 3.5 
kV to 5 kV as confirmed by visual observation. Also, 
the data indicate that at low applied potentials (<5 kV), 
the currents “with liquid” are distinctly higher than 
those in the “dry” mode. The negligible currents 
observed below 6 kV in the “with liquid” case suggests 
the absence of corona discharge in this voltage range. 
Hence at the onset of the cone jet mode, the measured  
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Fig. 1: Current- Voltage characteristic curve for 
different liquid flow rates and in dry mode 

currents “with liquid” may almost entirely be assumed 
to be due to liquid flow. This information crucially 
enables us to combine the measured currents with 
Rayleigh critical charge information and establish upper 
bound droplet sizes.  In contrast, the currents for the 
cases of both “with liquid” and “without liquid” 
approach each other at higher potentials thereby 
pointing at a corona-assisted electrospray regime [9].   

ii. Estimation of Droplet Diameters 

By equating the Rayleigh charge (Eq.2) with the 
acquired charge (𝑄ௗ) (Eq.1) at the cross-over point, we 
obtain the following formula for maximum droplet 
diameter: 

𝑑௫ ≈ ൬
 ඥ଼ఢఊ

ఘ
൰

మ

య
                 [3] 

Table-1 shows the droplet diameters estimated using Eq. 
[3] along with the diameters predicted by scaling laws 
[13]. Barring the low flow rate case (0.5 mL/h), the 
agreement between the two approaches for other flow 
rates is excellent. The results indicate that droplet sizes 
increase with flow rates, thereby validating the scaling 
laws.  

We further test the present approach against the 
experimental data of Gañán-Calvo et al. (1997) [13], 
who employed phase-doppler anemometry to measure 
droplet sizes. They reported a mean droplet diameter of 
about 34.6 µm for heptane having conductivity of 4.3 
µS/m, flow rate of 1.53 ∗ 10ିଽ m3/s and a current of 
4.5 ∗ 10ି଼ 𝐴. From Eq. [3], we obtain 𝑑௫ =39 µm, 
which is quite close to their directly measured diameter. 
This agreement lends further validation to the present 
approach based on current measurements.  

Table-1: Droplet diameters in the cone jet spray mode 
obtained by the present method (Eq.[3]) and from the 
scaling laws (Ref.[13]) at different flow rates for 50% 
water-ethanol mixture 

Flow rate 
(mL/h) 

Measured 
Current 

(𝒏𝑨) 

Estimated Droplet 
Diameter (m) 

This Work  
Eq. [3] 

Scaling 
Laws [13] 

0.5 19.0 15.99 9.62 
1 41.7 15.04  13.60 
3 69.3 22.28  23.55 
6 68.9 35.52 33.33 

IV. Conclusion 
The measurements indicate an operational regime in 
which the current arises predominantly from electro 
sprayed droplets. However, at higher applied potentials, 
the observed current remains relatively similar, 
suggesting the possible contribution of corona-assisted 
droplet spray. 

Also, the semi-theoretical approach presented in this 
paper, validated by scaling laws as well as available 
experimental data, offers a simple way to estimate 
primary droplet sizes. This assessment (without direct 
measurements) will be helpful in characterizing, 
modeling and optimizing the system for different 
applications. Although an upper bound diameter, rather 
than a mean, it is useful for assuring that one does not 
have to include droplets larger than this size in 
developing theoretical models. The sizes of satellite 
droplets, however, cannot be obtained this way and need 
to be estimated by detailed modelling of the evaporative 
shrinkage, Rayleigh break up processes and validated 
by instrumental technique.  
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I.  INTRODUCTION 
 

In the modern era of advancing semiconductor 
miniaturization, eliminating microparticles and chemical 
residues from wafer surfaces is a critical challenge that 
directly impacts manufacturing yield and device quality 
[1]. Particularly in cutting-edge processes with circuit 
patterns at the nanometer scale, even minimal 
contamination can substantially affect device 
characteristics and result in defects. As a result, the 
development of highly efficient and safe cleaning 
technologies has become essential. 

Two-fluid spray cleaning has attracted attention as an 
effective method that simultaneously delivers gas and 
liquid at high speeds, leveraging the impact energy of fine 
droplets along with chemical reactions to eliminate 
contaminants [2]. In contrast, conventional immersion 
cleaning applies chemical agents uniformly over the entire 
wafer surface, which hinders diffusion and control of 
solution concentrations. By accurately adjusting the spray 
parameters in two-fluid spray cleaning, it is possible to 
control droplet size and impingement force, facilitating the 
efficient removal of stubborn particles and photoresist 
residues. Moreover, this method allows for rapid cleaning, 
enhances throughput, and reduces the consumption of 
cleaning agents. 

Conversely, using pure water as the fluid in two-fluid 
spray cleaning raises considerable concerns regarding 
electrostatic discharge (ESD) [3]. Owing to its low ion 
content, pure water exhibits extremely low electrical 
conductivity. The friction generated among the droplets, 
gas flow, and the nozzle or inner walls of the piping during 
high-speed spraying facilitates charge accumulation. Any 
subsequent discharge of this accumulated charge can 
damage the fine patterns and gate oxide films on the wafer, 
potentially resulting in a substantial reduction in yield. 
This risk is especially high in advanced nodes, where the 
insulating films are exceptionally thin and therefore 
possess lower ESD tolerance. Consequently, static control 

is essential for leveraging the benefits of two-fluid spray 
cleaning. 

To address this issue, one approach is to inject trace 
amounts of carbon dioxide gas into pure water to create 
CO2 water, or to add small quantities of ammonia, 
followed by hydrogen decomposition to produce ammonia 
hydrogen water. However, semiconductor manufacturing 
requires stringent limitations on impurities in the cleaning 
fluid, leading to strict regulations regarding the types and 
concentrations of additives. Ultimately, achieving a 
balance between cleaning effectiveness and ESD risk, 
along with a high level of integration in equipment design 
and process management, is crucial for ensuring high 
quality and yield. Therefore, although two-fluid spray 
cleaning provides robust cleaning performance, the 
implementation of integrated process control—especially 
for ESD mitigation—is vital in this advanced technology. 

Previously, we measured the static charge of droplets 
sprayed during two-fluid spray cleaning using a Faraday 
cup. Under the specific nozzle and spray conditions used, 
we observed a positively charged current ranging from 50 
to 200 nA [4]. Our hypothesis posited that these charged 
droplets transferred their charge to the wafer upon contact, 
thereby generating static electricity. In this report, we 
measured the potential on the surface of a SiO2 wafer 
following two-fluid spraying. We discovered that the areas 
of the wafer affected by the droplets displayed a negative 
polarity, reaching a value of −5 V. Additionally, we 
identified the factors contributing to this phenomenon. 

 
II. TWO-FLUID SPRAY FOR CLEANING 

SEMICONDUCTOR DEVICES  
 
Figure 1 shows the process of two-fluid spray 

cleaning. The two-fluid spray nozzle used in this study is 
an internal mixing type, which combines gas and pure 
water in the nozzle before spraying. The resulting 
atomized droplets are directed onto the wafer, with 
cleaning achieved through the impact of these fine 
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droplets. The cleaning effectiveness is influenced by the 
droplets’ velocity, size, and the flow rate of the pure water. 
The main parameters for regulating these factors are the 
gas flow rate (compressed air in this experiment) and the 
flow rate of pure water supplied to the two-fluid nozzle. 

We assessed the static electricity generated by 
capturing the sprayed droplets in a Faraday cage and 
measuring the current flowing between the cage and the 
ground. Figure 2 shows the measured current in relation to 
variations in the pure water flow rate and air flow rate. The 
black dots in the figure denote measurement points 
recorded at 0.5-s intervals, while the overlaid surface 
represents a local regression smoothed from the measured 
values. The measured current generally increases with an 
increasing air flow rate. As shown in Figure 2, the droplets 
exhibit positive polarity, and increasing the droplet 
velocity enhances the amount of generated static charge. 
Additionally, based on our findings and those of Kanno et 
al., higher droplet velocity results in stronger cleaning 
power [5]. Therefore, there is a trade-off between cleaning 
power and the amount of generated static electricity [6, 7]. 

 
III. EXPERIMENTAL 

 
Figures 3 and 4 show the experimental apparatus and 

procedure, respectively. The SiO2 wafer used in this 
experiment is a 4-inch p-type wafer featuring a 1,000-Å-
thick oxide layer with a <1,0,0> orientation. The cleaning 
apparatus operates as a spin-type system, and because the 

cup is composed entirely of resin, it cannot be grounded, 
resulting in the wafer being in a floating state. The silicon 
wafer is placed on a stage in the cleaning chamber, on top 
of a copper plate, which is grounded only during the 
measurement of the surface potential. 

A surface potential meter (Trek Model 323) mounted 
on a robot arm (IAI IXP) is used to measure the potential 
at 45 points across the SiO2 wafer surface. First, the 
surface potential of the grounded copper plate is assessed 
to ensure it reads 0 V. Next, the SiO2 wafer is positioned 
on the copper plate, and its surface potential is measured. 
Following this, two-fluid spraying is performed, with the 
nozzle fixed at the center of the wafer. For the two-fluid 
spray conditions, the flow rate of pure water is set at 80 
mL/min, while the compressed air flow rate is maintained 
at 80 NL/min. The distance between the nozzle tip and the 
wafer surface is kept at 30 mm. The wafer is rotated at 100 
rpm, and pure water is sprayed for 60 s. Following this, 
the wafer undergoes spin-drying at 500 rpm for 300 s. 
Once it is confirmed that the wafer surface is free of water 
droplets, the surface potential is measured again using the 
surface potential meter. The difference in surface potential 
before and after the two-fluid spray is recorded as the 
change in the SiO2 wafer’s surface potential resulting from 
the spray. The pure water used for spraying is generated 
by filtering tap water through an activated carbon filter, an 
ion-exchange resin, and a final filter. During this process, 
its resistivity is monitored with a resistivity meter (Horiba 
HE-480R) and is maintained at 17.3 MΩ·cm or higher. 

 
 
Fig. 1. Appearance of two-fluid spray cleaning 

 
Fig. 2. Relationship between generated current, pure water 
flow rate, and air flow rate 

 
 
Fig. 3. Appearance of the experimental apparatus 

Robot arm

Cleaning equipment

Probe

 
 
Fig. 4. Experimental procedure  

Measurement of surface potential of silicon wafer

Confirmation that the potential is zero at the installed 
copper plate
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IV. RESULTS AND DISCUSSION  
 
 Figure 5 shows the variation in surface potential on 

the SiO2 wafer before and after the application of the two-
fluid spray. Figure 5(a) is a 3D representation of the 
voltage distribution on the wafer. Around the central 
region of the wafer—directly under the two-fluid spray 
nozzle—a maximum of approximately −5 V on the 
negative side is observed. (Figure 5(a) corresponds to a 
view looking down on the wafer, similar to Figure 3.) In 
Figure 4, the solid-line circle represents the area with a 
diameter of approximately 5 mm where the sprayed pure 
water droplets made direct contact; the two-fluid spray 
creates a conical pattern. The dotted-line circle denotes a 
region with a diameter of approximately 20 mm where the 
pure water mist, dispersed by compressed gas, came into 
contact with the wafer. In both circles, the wafer surface is 
negatively charged. A total of six wafers were sprayed 
under identical conditions, and each displayed a similar 
charge distribution. From these experiments, we 
concluded that when pure water is atomized and directly 

interacts with the SiO2 wafer surface during two-fluid 
spraying, the surface becomes negatively charged. 

As shown in Figure 2, the flying droplets of pure water 
during two-fluid spraying are positively charged. 
However, as shown in Figures 5 and 6, the surface of the 
SiO2 wafer after spraying exhibits a negative charge. To 
confirm this phenomenon, we positioned a needle-shaped 
electrode 30 mm above the center of the wafer and 
measured the surface potential. After obtaining the initial 
surface potential of the SiO2 wafer, we used a high-voltage 
power supply (Matsusada Precision Model HEOPS 10B2) 
to apply voltages ranging from −10 to +10 kV to the 
needle electrode for 30 s, followed by measuring the 
surface potential of the SiO2 wafer. The same type of SiO2 
wafer used in the previous experiment was used for this 
measurement. 

Figure 6 shows a representative example of the 
surface potential on the wafer when a voltage of 6 kV was 
applied to the needle electrode. Near the center of the 
silicon wafer, where the needle electrode is positioned, the 
wafer charged to approximately +60 V, with the charge 
gradually decreasing toward the edges. When a voltage of 
10 kV was applied, the entire surface of the wafer 
exhibited a charge of approximately +60 V. Figure 7 
shows the wafer’s surface potential along the central 
cross-section when voltages ranging from −10 kV to +10 
kV were applied. Upon the application of a positive 
voltage, the wafer began to charge at +4 kV, and at +10 
kV, the entire surface potential reached approximately +60 
V, indicating saturation. Likewise, when a negative 
voltage was applied, the SiO2 wafer surface started 
charging from −4 kV. Although the surface potential was 
approximately +5 V at +4 kV, it decreased to 
approximately −10 V at −4 kV. At −10 kV, the wafer 
surface achieved approximately −120 V and also reached 
saturation. This needle electrode experiment confirmed 
that the wafer surface potential consistently aligned with 
the polarity of the voltage applied to the needle 
electrode.These findings indicate that the charging of the 

 
 

(a) 3D view 
 

 
(b) Overhead view 

 
Fig. 5. Surface potential after two-stream spray (pure 
water flow rate: 80 mL/min, air flow rate: 80 
NL/min, and spray distance: 30 mm) 

 
 
Fig. 6.  Wafer surface potential when a 6 kV voltage 
is applied to the needle electrode  
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wafer surface during two-fluid spraying is not dictated by 
the polarity of the droplets themselves. Possible 
contributing factors include collision- or friction-induced 
charging, commonly known as triboelectric charging [8]. 
In two-fluid spraying, droplets are atomized at high speeds, 
and upon their impact with the wafer, triboelectric-like 
charging can occur. Consequently, negative charges 
accumulate on the wafer surface. In practice, ion 
separation may take place in the nozzle or during the flight 
of the droplets, leading to the formation of positively 
charged droplets while the wafer surface acquires a 
negative charge upon contact, creating a polarized state. 
Furthermore, if the wafer is in a floating (nongrounded) 
state, the dissipation of these charges becomes more 
challenging, facilitating the retention of negative charge 
on the wafer surface. Another important factor is that the 
surface of a silicon wafer coated with SiO2 contains silanol 
(Si–OH) groups. Upon contact with water, these silanol 
groups can dissociate, which leads to a tendency for the 
surface to acquire a negative charge. In fact, Sven et al. 
have reported that glass and silica surfaces readily form 
electrical double layers when exposed to aqueous 
solutions, resulting in a negatively charged surface and a 
positively charged liquid [9]. 

V. CONCLUSION 
 

In conclusion, this study demonstrates that SiO₂ wafers 
develop a negative surface charge after being subjected to 
two-fluid spraying with pure water, even when the 
droplets carry a positive charge. Factors such as 
triboelectric effects, collision-induced charging, and the 
floating wafer state contribute to the observed negative 
potentials. In the absence of grounding, the charges remain 
on the wafer, leading to a net negative voltage. Needle 
electrode tests confirm that the surface potential of the 
wafer responds to the applied voltage, suggesting that 
SiO2 surfaces readily accumulate charge. The presence of 
silanol groups on the oxide layer promotes negative 

charging by dissociating in water. While increasing 
droplet velocity enhances cleaning efficiency, it also leads 
to a higher generation of charge. 

To mitigate electrostatic risks, strategies such as 
grounding the wafer, adjusting water conductivity, and 
optimizing nozzle design to minimize friction can be used. 
These approaches consider the interactions among droplet 
polarity, surface chemistry, and triboelectric effects, 
providing valuable insights for achieving safer and more 
efficient semiconductor cleaning processes. 
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I.  INTRODUCTION 

 
Corona discharge in the air results in air ionization and 

the formation of non-uniform space charge [1]. The charge 
transport in the air is caused by at least three phenomena: 
(1) ions moving from emitter to collector electrode due to 
the electric field, (2) charged particles due to airflow, (3) 
diffusion of ions [2]. As such, the electric current density 
j [C m-2s-1] becomes: 

𝑗 = 𝜌𝑒𝑏𝐸 + 𝜌𝑒𝑢 − 𝐷𝑖∇𝜌𝑒   (1) 
where 𝜌𝑒 is space charge density, [C·m-3], b is the ionic 
mobility [m2V-1s-1], 𝑢 is air velocity [ms-1] and 𝐷𝑖 is the 
diffusivity of the ions (m2s-1). According to Warburg [3], 
the current density depends on the applied voltage and the 
geometry of the discharge electrode: 

𝑖 = 𝑔𝜀𝑜𝑏 ⋅ 𝑉(𝑉 − 𝑉𝑜)     (2) 
In this expression, Vo represents the inception voltage, 

and g is a constant that depends on the geometry of the 
electrode system, including the emitter radius, electrode 
gap, and other geometrical factors. 

The Warburg model has been widely used in EHD 
research [4-6]. However, this model is accurate only for 
low currents in the range from 50 to 250 A. It was shown 
that for a wider range of currents, the model proposed by 
Stuetzer [7] is more accurate: 

𝑖 = 𝑔𝜀𝑜𝑏 ⋅ (𝑉 − 𝑉𝑜)2    (3) 
where i – total current (A), g is the geometry factor (1/m), 
Vo is the inception voltage (V), and ε, εo is the dielectric 
permittivity of gas and vacuum, respectively (F/m). This 
relationship has been experimentally verified for pin [8,9] 
and wire [10,11] discharge electrodes.  

The expression for the geometry factor in the plane 
geometry1 was proposed by Owsenek et al. [8]: 

𝑔 =
𝑔𝑜𝐴

𝑑3       (4) 

where A is the area (m2), d is the distance between 
electrodes (m) and go is the dimensionless geometry 
constant, reflecting the curvature of the discharge 

 
1 For the coaxial geometry 𝑔 =

8𝜋𝐿

𝑅2 𝑙𝑛(𝑅/𝑟)
, where L is the length 

of the wire (m), R is the radius of the outer cylinder (m), and r is 
the thickness of the wire (m). 

electrode. This equation was verified for different 
curvatures and emitter spacings in [12]. Combining 
equations (3) and (4) and introducing the capacitance of 
the electrode system 𝐶 =

𝜀𝜀𝑜𝐴

𝑑
, the current-voltage 

relationship becomes: 

𝑖 = 𝑔𝑜𝐶𝑏 ⋅ (
𝑉−𝑉𝑜

𝑑
)

2

    (5) 

The electric field between the electrodes generates a 
mechanical force that can pull the electrodes toward each 
other (or repel them, depending on polarity). This force 
can register as a change in apparent weight on a balance 
or load cell, even if no moisture is removed. Thus, the 
electrostatic interaction of electrodes with space charge 
could be measured by a weighing system [13, 14]. 
However, the results of these studies could not be directly 
applied to EHD drying with a wet material between the 
discharge and collector electrodes. 

The specific feature of EHD drying, differentiating it 
from other EHD applications, is the presence of a gas-
liquid interface. The effect of the liquid interface on the 
charge flow and accumulation has never been studied. Our 
objective was to evaluate volumetric and interfacial 
charge by measuring the electrostatic force between 
electrodes. The charge accumulation at the interface was 
verified using the concept of internal capacitance. The 
process of charging and discharging internal capacitance 
was simulated with an electrical model. 

 
II. METHODOLOGY 

 
A. Material  

Thin sheets of tissue paper (Cascades Tissue Group, 
Canada), 10×16 cm in size and 36.4 g/m2 density, were 
chosen as the model of wet material. The 25 g sample pack 
of dry tissues was wetted with tap water to 50.01.0 g and 
placed centrally on the surface of the collecting electrode, 
being entirely exposed to the electric field from the 
discharge electrode. The thickness of the wet sample was 
2 mm, which was negligibly small compared to the gap 
between electrodes.  
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B. Experimental apparatus 

The experimental setup is shown in Fig. 1, and a detailed 
description is provided in [15]. 

The experimental setup consisted of the electrode 
system and a weighing system. The multipin discharge 
electrode with effective area 0.023 m2 was formed from 
143 sharp stainless-steel emitters, attached to a fiberglass 
plate 185×125×1.5 mm and electrically connected to the 
positive pole of the DC power source (BAL-32-5, 
Voltronics, USA). The collector electrode, made of an 
aluminum plate 230×160×1.5 mm, was centered below the 
discharge electrode and electrically connected to the 
ground. The gap between the tip of the discharge and the 
collector electrodes was fine-tuned in the range of 2.0 to 
4.0 cm using a motorized rack and the pinion assembly.  

A digital balance ADAM HCB 1002 (Adam 
Equipment Co, UK) with a 20 cm-high support was placed 
beneath the collector electrode to monitor voltage-induced 
weight changes. All variables (voltage, current and weight) 
were continuously recorded through a computer interface 
NI USB-6210 (National Instruments, USA).  

The multifactorial experiment was designed using 
voltages from 0 to 23 kV and gaps from 2 to 4 cm, in the 
presence or absence of wet material. This design allowed 
us to establish the relationship between applied voltage 
and space charge for different scenarios. Control 
experiments were performed at the same settings and 
environmental conditions, but without an electric field. 

 
C. Electrostatic force measurements 

To measure electrostatic force, the discharge 
electrode was mechanically connected to the rigid frame, 
while the collector electrode was set free on the digital 
balance. The electrostatic force was measured as a 
negative weight change for applied voltages above 0 kV. 
A direct effect of the electric field on the balance 
measurements was excluded by turning the high voltage 
ON and OFF. 

For the given configuration of discharge electrode and 
ions polarity, the first three parameters in Equation 5, i.e. 

geometry factor, capacitance and ionic mobility, are 
constant. It is worthwhile mentioning that ion mobility b 
and diffusivity D are strongly dependent on humidity. The 
attraction force F between two oppositely charged plate 
electrodes is proportional to the square of the electric field 
intensity E: 

𝐹 =
1

2
∙ 𝜀𝑜𝐴𝐸2     (6) 

where o -the electric permittivity of vacuum (8.85×10-12 
F/m), 𝐴- effective area of electrodes, m2; d –gap between 
electrodes (m). Considering the relationship between 
electric field intensity and surface charge density, the 
electrostatic force: 

𝐹 =
1

2
∙

𝑄2

𝜀𝑜𝐴
 (7) 

At the same time, assuming there exists a mechanical 
equilibrium, where electrostatic force results in a change 
in apparent weight on a balance, the electrostatic force is 
proportional to the weight change 𝑚: 

𝐹 = 𝑚 ∙ 𝑔   (8) 

where g is standard gravity (9.81 m/s2). It should be noted 
that the measured 𝑚 is due to electrostatic attraction, and 
not to be confused with a moisture loss effect. 

Combining equations (7) and (8), we can get an 
equation for the calculation of charge: 

𝑄 = √2𝜀𝑜𝐴 ∙ 𝛥𝑚𝑔      (9) 

The capacitance was evaluated from the voltage-
charge relationship as the slope of the plot. 

𝐶 = 𝑄/𝑉   (10) 
Measurements of electrostatic force allowed us to 

evaluate volumetric and surface charge in the presence of 
wet material. 

 
D. Space charge determination  

The space charge is proportional to the divergence of 
electric field intensity.  

𝛻 ⋅ 𝐸 =
𝜌𝑐

𝜀𝑜
      (11) 

For the high density of emitters (1x1 cm), we assumed 
conditions of a uniform electric field. The accumulation of 
space charge in a uniform electric field could be predicted 
from Poisson’s equation: 

𝜌𝑐 =
𝜀𝑜𝐸

𝑑
      (12) 

Interfacial charge σ (C/m2) could be calculated from 
the equation (13: 

𝜎 =
𝑄

𝐴
       (13) 

Space charge density ρc (C/m3) could be calculated 
from the equation (14): 

𝜌𝑐 =
𝑄

𝐴⋅𝑑
       (14) 

The values of space charge calculated from mass 
measurements have been compared with space charge 
predicted by Poisson’s equation (12) for different 
voltages and gaps. 

 
Figure 1. A lab-scale experimental setup for electrostatic 

force measurements (DC power source is not shown). 
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III. RESULTS

 
Experimental study of charge transport 

 
The first set of experiments was carried out using bare 

electrodes without any material between them. The 
experiments were done with the gaps 2.0, 2.5, 3.0, 3.5, and 
4 cm, in the range of applied voltages from 0 to 23 kV. 
The mass measurements are presented in Fig. 2a, while the 
charge calculations (Equation 9) are shown in Fig. 2b. 

Our experiments showed the quadratic relationship 
between electrostatic force and applied voltage (Fig. 2a) 
and the linear relationship between surface charge and 
applied voltage for all gaps from 2 to 4 cm. The linear 
approximation revealed that capacitance decreased from 
4.84 pF at a 2 cm gap to 2.57 pF at a 4 cm gap. With a 
further increase in the gap, charge diffusion dominates, 
and the current becomes small, becoming insensitive to 
changes in the gap. 

It should be noted that the measurement of 
electrostatic force is possible in a certain range of voltages 
above zero. An increased voltage would create ionic wind 
and mechanical pressure on the collector electrode, acting 
against the electrostatic force. 

The presence of wet material in the discharge gap 
changed the charge distribution. Our experiments showed 
a significant effect of wet material on the mass 
measurements. However, the effect of electrostatic 
attraction between electrodes was still observable. Results 
of charge calculations for different voltages and gaps are 
shown in Fig. 3. 

Small deviations from the linearity for the wet 
material could be explained by uncontrolled changes of 
mass with evaporation. The difference in the capacitance 
between dry and wet cases was significant: Cdry=4.5 pF for 
bare electrodes vs. Cwet=3.46 pF with the addition of wet 
material. 

It follows from the second set of experiments that the 
wet material introduces another capacitance due to charge 
accumulation at the gas-liquid interface (double-layer). 
Both gap capacitance Cdry and the double-layer 
capacitance CDL are schematically presented in Fig. 4. 

The capacitance of the double layer could be 
calculated from the equation: 

𝐶𝐷𝐿 =
𝐶𝑑𝑟𝑦𝐶𝑤𝑒𝑡

𝐶𝑑𝑟𝑦−𝐶𝑤𝑒𝑡
   (15) 

From our measurements, it follows that CDL =15 pF. 
Surface charge, calculated from Equation (13), is 
changing from 0.45 to 3.0 C/m2. Space charge density, 
calculated from Equation (14), varies in a range from 150 
C/m3 at a 2 cm gap to 11.25 C/m3 at a 4 cm gap. 
Numerical studies show that space charge density may 
achieve up to 0.6 C/m3 in the vicinity of the discharge 
electrode [16]. Another numerical study showed that the 
space charge decreased in proportion to the cube of the 
distance from the discharge electrode [2].  

The internal capacitance model was experimentally 
verified for the scenario with corona discharge. In the 
experiment, the DC power was periodically switched ON 
and OFF. Electric current was recorded with a 0.1-second 
resolution. The transient process of charging/discharging 
internal capacitance, along with mass changes of wet 
material, is shown in Fig. 5.  

 

 
Fig 2. Measurements and interpretation of electrostatic force at 

different gaps for bare electrodes without wet material. 
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Fig 4. Effect of wet material capacitance on the overall 
capacitance 

 
Fig 3. Interfacial charge accumulation in the electric field 

between 1x1 electrodes without (dry) or with wet material 
(area = 0.012 m2) 
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During the first phase of charging, the current spiked 
to 250-350 A, followed by a decrease to the equilibrium 
value within 5-6 seconds. Similar behavior was observed 
during discharging, when the power source was turned off. 
In this phase, the excess charge accumulated at the surface 
of the wet material was released back to the circuit. The 
back current of 150A decayed in 5 to 6 seconds, which 
allowed us to calculate the charge: 

𝑄 = ∫ 150𝑒−0.8𝑡𝑑𝑡 =
5

0

180 μC 

The surface charge, calculated for the surface area 
0.023 m2 using Equation (13), is estimated as 8.0 mC/m2. 
The calculated space charge is estimated as 0.2 C/m3, 
which concurs with [16].  

 
Modelling of the charge transport 

 
The process of charge transport and accumulation in 

EHD discharge was simulated with an electrical model, 
containing a series-parallel combination of resistors and a 
capacitor. One resistor of 400 M represented air 
conductivity as a function of space charge concentration. 
Another resistor represented the diffusion of ions and was 
controlled by the air exchange rate. The capacitor 
represented internal capacitance. 

The transient process of charging and discharging 
modeled in the MultiSIM 14.1 software, is shown in Fig. 
6. It was similar to the experimental data (Fig. 5). 

To conclude, this is the first study to directly 
characterize charge accumulation at the gas – liquid 
interface in EHD drying. By combining electrostatic force 
measurements with current monitoring, we decoupled 
volumetric space charge from interfacial double-layer 
charge and quantified an internal capacitance introduced 
by the wet material. An electrical RC model reproduced 
the transient charging/discharging dynamics, providing 
new insights into interfacial charge accumulation. 
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Fig. 5.  Effect of periodic application of high-voltage (0-21 kV) on 

the current (a) and mass (b): wet towel, 1x1 electrode, gap 4 
cm, area of discharge electrode 0.012 m2. 
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Fig 6. Results of model simulation 

Fig 4. Effect of wet material capacitance on the overall 
capacitance 
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I.  INTRODUCTION 

 

Moisture transport in porous media is a two-phase 

transport phenomenon. Generally, it consists of two 

processes: (1) moisture transport inside the wet material 

toward its surface, and (2) vapor transport into the 

surrounding gas. Consequently, there are two modes of 

moisture transport: diffusive and convective. Details on 

the driving forces and mechanisms of moisture transport, 

the effect of internal and external conditions, and other 

background information can be found in the drying 

literature [1].  

EHD-induced drying experiments demonstrated both 

convective and diffusive moisture transport during drying. 

The dominant mode of transport could be determined from 

drying kinetics. The exponential drying kinetics imply 

diffusion from the inside of the material to the surface. 

This behaviour has been observed in various plant-based 

materials, such as mushrooms, apples, bananas, carrots, 

garlic and berries. In diffusion-limited EHD drying, the 

mass flux typically does not exceed 0.1-0.2 g/(s·m2) [2].  

It was experimentally found that the moisture 

transport occurs only if the electric field exceeds the 

inception point [2]. Electric field imparts surface charges 

on cellular components, creating unbalanced distributions 

and driving fluid movement through electrostatic forces. 

Such phenomena become pronounced as drying advances, 

with factors like electric permittivity and the conductivity 

of remaining water. Moreover, dielectrophoresis 

facilitates the translational motion of neutral particles in 

non-uniform fields, impacting both liquid and vapor 

transport. Electroporation of cell membranes could be 

another factor, accelerating internal moisture transport [3].  

A review of the latest research indicates that the effect 

of the electric field on moisture transport in porous media 

is underexplored, requiring further numerical studies and 

experimental validation. Numerical simulation aims to 

explore the effect of a non-uniform electric field on 

moisture transport in a porous matrix, offering insights 

into optimizing EHD drying for industrial applications. 

II. METHODOLOGY 

 

A. Material  

Fresh apples (var. MacIntosh) of visibly uniform size 

and ripeness were sliced to 2mm with a professional food 

slicer CFS–155C (Cuisinart, Canada). Then they were cut 

into squares 2.54×2.54 cm using an apple cutter. Fifty-six 

(56) slices, arranged in 6×9 rows, were placed on the 

collecting mesh electrode. Thus, the initial surface area of 

apple slices was 0.0348 m2 in each trial. The thickness of 

each slice was verified using a digital caliper (Mastercraft, 

Canada) with 0.1 mm tolerance.  

B. Apparatus 

The detailed description of the lab-scale experimental 

setup is given in [4]. It consisted of an AC power supply 

with a power meter, a DC transformer, discharge and 

collecting electrodes, a digital scale, and a computerized 

system for continuous weight measurements. The 

discharge electrode was connected to the positive pole of 

a high-voltage DC transformer (Model 20B, Hipotronics). 

The collecting electrode was connected to the ground 

through a precise 1 kΩ resistor for current measurements. 

The primary voltage, controlled by a variac, was measured 

by a multimeter (Fluke 110 True RMS, Fluke Corp.), 

while the voltage drops on the 1 kΩ resistor was measured 

by another multimeter (UA9233E, Uyigao Technology 

Co. Ltd.). Experiments were performed in the range of 

applied voltages from 0 to 24 kV at a 4.0 ± 0.1 cm gap 

between the discharge and collecting electrodes. Once the 

slices were placed on the mesh collecting electrode 

underneath the discharge electrode, the digital scale (HCB 

1002, Adam Equipment) was turned on for weight 

measurements every 10 seconds. Airflow was measured 

by the hot wire anemometer (Digi-Sense, model 20250, 

Cole-Palmer, Canada) and maintained constant with an 

accuracy of 0.1 m/s. The effect of the electric field on the 

moisture diffusion was evaluated by comparing the EHD-

induced drying rate with the control (natural drying).  
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Theoretical model 

From the theory of drying, mass flux inside the 

material is driven by moisture and thermal gradients [5]: 

𝑗𝑚 = −𝜌𝐷𝑚[𝛻𝑚 + 𝛿𝑇𝛻𝑇]  (1)

 

 

where jm quantifies the mass flux (kg/(m2s)), 𝑚 is moisture 

content, kg/kg dry matter, 𝜌 is material's true density, 

kg/m3; Dm  is the water diffusivity, m2/s, 𝛻𝑇 -temperature 

gradient, K; and 𝛿𝑇 = 𝐷𝑇/𝐷𝑚is the thermodiffusion ratio, 

(1/K). 

It should be noted that water is an easy polarizable 

substance. An external electric field creates a non-uniform 

electric field distribution inside the material due to non-

uniform electric conductivity. As a result, the electric field 

creates an additional driving force for moisture transport. 

Thermodynamic force Fe, created by the non-uniform 

electric field, is proportional to electric polarization p 

(C/m2) and the gradient of electric field strength E 

(V/m2): 

Fe=pE      (2) 

This force must have the dimension of the energy 

density gradient (J/m4). Electric polarization of a material 

with dielectric permittivity  is proportional to the electric 

field strength E (V/m): 

𝑝 = 𝜀𝑜(𝜀 − 1) ⋅ 𝐸   (3)

 

Thus, moisture transport in the electric field is 

determined not only by ordinary diffusion ∇𝑚 and 

thermodiffusion ∇𝑇, but also by electrodiffusion. 

Following Onsager’s principle on additive action of 

thermodynamic forces, moisture transport in the electric 

field is determined by the following coupling model [6]: 

𝑗𝑚 = 𝜌𝐷𝑚[𝛻𝑚 + 𝛿𝑇𝛻𝑇] + 𝛿𝐸𝐷𝐸𝜀𝑜(𝜀 − 1)𝐸𝛻𝐸 

where 𝐷𝐸  is the electrodiffusion coefficient, (m2/s), and 𝛿𝐸 

– the EHD evaporation factor (kg/J), reciprocal to the 

specific electric energy consumption for EHD-induced 

water evaporation from the material surface (J/kg). 

Electric field strength is determined in Volts per meter of 

distance between the emitter and the material surface. 

The first and second terms of the equation represent 

mass (moisture) diffusion and thermodiffusion in the wet 

material. The third term is responsible for moisture 

transport due to a non-uniform electric field in the material 

and should clearly be distinguished from moisture 

transport due to electroosmotic force. Firstly, the non-

uniform exposure of the material surface results in non-

uniform mass flow. Secondly, the gradual decrease in 

moisture content during drying will decrease the 

evaporation factor 𝛿𝐸 and electric permeability 𝑜, but 

increase the gradient of electric field strength E. 

Therefore, the electrodiffusion coefficient 𝐷𝐸  should be 

experimentally identified. 

This model could serve as the first attempt to combine 

the effects of heat, mass and electric field transfer in EHD 

drying. However, quantifying moisture transport 

coefficients would require experimental validation.  

Experimental validation  

The moisture transport in porous media follows Fick’s 

law of diffusion. Average moisture content is the function 

of time, which can be evaluated from the experiment by 

approximation of the exponential part of drying kinetics 

curves with the Lewis model: 

𝑚(𝑡) = 𝑚𝑒 + (𝑚𝑜 − 𝑚𝑒) ∙ 𝑒−𝑘𝑡 (6) 

where 𝑚𝑜, 𝑚𝑒 – initial and equilibrium moisture 

content, g/g dry matter, k – drying rate constant, s-1.  

This model could be presented as a dimensionless 

moisture ratio 𝑀𝑅: 

𝑀𝑅(𝑡) =
𝑚(𝑡)−𝑚𝑒

𝑚0−𝑚𝑒
= 𝑒−𝑘𝑡  (7) 

The moisture diffusivity 𝐷𝑚 in the infinite slab was 

calculated using the equation given by Crank [7]: 

𝐷𝑚 =  
−4𝑙2

𝜋2𝑡
ln (

𝜋2

8
𝑀𝑅)……..(8) 

where l is the thickness of the material (m). 

After simplification of (8), the effective moisture 

diffusivity can be evaluated from the drying rate constant 

and material thickness: 

𝐷𝑚 =
4𝑙2

𝜋2 𝑘   (9) 

Moisture transport is limited either by the low 

inherent diffusivity in porous media or by the receding 

evaporation front with a liquid-gas interface. Both cases 

are possible in EHD drying.  

In the absence of thermodiffusion, drying flux is 

determined by mass diffusion and electrodiffusion: 

𝑗𝑚 = −𝜌𝐷𝑚𝛻𝑚 + 𝛿𝐸𝐷𝐸𝜀𝑜(𝜀 − 1)𝐸𝛻𝐸 (10) 

Considering their additive effect on the drying flux, the 

objective of the experimental research was to evaluate the 

sole effect of the electric field on the moisture transport. 

 

III. RESULTS 

 

To test the hypothesis of EHD-induced moisture 

transport, we conducted an experimental study using EHD 

drying of apple slices. Figure 1 shows a significant effect 

of EHD on the drying flux compared to the control. 

Calculations with equation (7) showed that effective 

diffusivity increased from 0.3·10-10 m2/s (control) to 

1.53·10-10 m2/s at 24 kV (6.0 kV/cm electric field). Hence, 

it confirms the direct effect of EHD flow on the material 

diffusivity. 

Ham et al. [8] suggested that an applied electric field 

could create a significant voltage drop 𝑉𝑠 at the porous 

media surface, sufficient to enhance diffusive moisture 

transport. The voltage 𝑉𝑠 at the material surface can be 

calculated as a fraction of the applied voltage 𝑉: 

𝑉𝑠 = 𝑉
𝜀𝑎𝑙

𝜀𝑠𝑑 + 𝜀𝑎𝑙
                                (11) 

where l - is the sample thickness, εa, εs – dielectric 

permittivity of the air and sample, respectively. 
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It should be considered that the dielectric permittivity 

changes from 80 for the very wet to almost 2 for the dry 

media. As a result, the voltage drop 𝑉𝑠  is increasing toward 

the end of drying. For example, if 20 kV voltage is applied 

at a 5cm air gap, the initial voltage drop on the 3mm wet 

sample is around 15V, increasing to 1200 V at the end of 

drying. The electric field inside of the 3mm material could 

reach 3.6 kV/cm. Considering the material shrinkage, this 

value could be even larger. These simple calculations 

show that the voltage drop and electric field across the 

material can be sufficiently strong to induce electrokinetic 

transport phenomena.  

One can be electroosmosis, where an applied electric 

field forces liquid flow in the material. Electroosmotic 

flow in EHD is generated by the accumulation of an 

electric charge on the surface of wet material, attracting 

ions in a liquid to the interface. This surface charge is 

compensated by counter-ions in the liquid, creating an 

electric double layer. Our measurements of interfacial 

charge showed a value of around 80-160 mC/m2, sufficient 

to generate electroosmotic flow. The ions in the diffusive 

part of the double layer then electromigrate using an 

internal electric field and drag the liquid molecules to 

move by the electric force. The mobility of water 

molecules is affected by the porosity and tortuosity of the 

material.  

The external electric field can also facilitate 

electrocapillary flow. This phenomenon is based on the 

effect of surface charge on the surface tension. The change 

in surface tension will induce changes in the shape of the 

liquid interface. The pressure difference, arising from this 

change, will be sufficient to move water against 

the gradient of the electric field. It is hypothesized that this 

mechanism is mostly relevant to the falling drying rate 

period of EHD drying. 

The significance of electroporation in EHD drying is 

still under discussion. Iranshahi et al. [3] consider 

membrane electroporation a major mechanism 

contributing to the diffusive moisture transport. Their 

simulation study showed a significant (up to 9%) electric 

field effect on the membrane permeability. On the other 

hand, Ham et al. [8] concluded that electroporation is not 

significant in the range of electric field intensities typical 

for EHD drying. Therefore, this phenomenon requires 

further research and experimental verification.  

The hypothetical mechanism of moisture transport 

enhancement is shown in Fig. 2.  

Positive DC corona discharge saturates the air with 

positive ions, which are attracted to negatively charged 

wet material (Fig 2A). It creates a displacement current in 

electroconductive material, recharging the surface layer 

(Fig 2B). This current exists for a short period, decaying 

with the charging of the surface layer. As a result, water 

molecules at the surface of wet material are aligned with 

the electric field, forming an electric double layer (EDL).  

Numerical simulation   

The simulation was performed using COMSOL 

Multiphysics to evaluate how electric fields influence 

water transport within a porous medium during EHD 

drying. A 2D model was developed consisting of a high-

voltage pin electrode (25 kV) and a grounded counter-

electrode covered by a 3-mm-thick, porous layer. Ionic 

 

 
 

Fig. 2. Hypothetical charge distribution at the surface 

in wet material in EHD drying: A) Transient 

response after application of DC electric field; B) 

Formation of steady state EDL. 

 
 

Fig. 1. Drying flux in EHD drying of apple slices, 

induced by electric field of different intensity  
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wind was generated by the corona discharge, and the 

resulting flow field was coupled with the transport of 

charged water species inside the material. 

Figure 3 illustrates the velocity field induced by the 

ionic wind and the moisture concentration within the 

porous medium. The arrows indicate the total flux, which 

includes both diffusion and electric field-driven migration. 

The flow accelerates toward the center axis beneath the 

pin, where charge accumulation distorts the electric field. 

This distortion results in a locally intensified flux into the 

material, particularly in the central region. 

 

 

Fig 3. Velocity field and surface molar concentration in 

the porous medium under EHD flow. 

 

Figure 4 provides a zoomed-in view of the internal 

concentration distribution and flux paths. The molar 

concentration is highest near the bottom boundary and 

decreases toward the top surface, consistent with the 

imposed boundary conditions. However, the non-uniform 

electric field modifies this diffusion profile, bending the 

flux lines upward and inward near the center. This 

demonstrates how charge-induced field gradients 

significantly affect internal mass transport, leading to 

enhanced moisture migration in targeted regions. 

 

 

Fig 4. Molar concentration and total flux inside the porous 

material showing distortion of diffusion paths under a non-

uniform electric field. 

 

These results confirm that EHD effects are not limited 

to surface convection. Instead, electric field interactions 

with charged species and porous structures play a vital role 

in redistributing internal moisture, suggesting 

opportunities for more controlled and efficient drying 

strategies. 
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I.  INTRODUCTION 
 

One of the many challenges of meeting increasing 

energy demand is the mismatch between when energy is 

available and when it is needed. This mismatch can vary 

in scale from seasonal to hourly and, as such, different 

methods are needed for different cases. One such method 

for short term storage is Latent Heat Thermal Energy 

Storage Systems (LHTESS) which utilize Phase Change 

Materials (PCMs). Thermal energy absorbed by a 

material takes one of two forms, sensible heat and latent 

heat. Sensible heat is thermal energy associated with a 

temperature change while latent heat is thermal energy 

associated with a phase change at a constant temperature. 

Since it is often logistically and practically advantageous 

to store energy isothermally, latent heat is the preferable 

means of storing thermal energy. To that end, PCMs are 

materials whose purpose is to store and release thermal 

energy via a phase change process. As such, favorable 

qualities in such materials include high latent heats and 

energy density. These properties can be found in organic 

paraffin waxes which makes them good candidates of 

LHTESS. A drawback of organic paraffin waxes, 

however, is that they typically have low thermal 

conductivity, meaning that, while they store a lot of 

energy, the rate at which this energy can be deposited or 

extracted is low. This presents another roadblock to 

addressing the temporal energy mismatch.  

A proposed method of heat transfer enhancement in 

organic PCMs is the use of electrohydrodynamic (EHD) 

induced force convection. Since organic PCMs are also 

often dielectrics, introducing an electric field to the PCM 

in its liquid state will apply a body force on the charged 

species in the PCM, inducing motion with minimal 

energy consumption. This induced “stirring” will 

enhance the heat transfer into and out of the PCM. As 

EHD induced stirring as a method of heat transfer 

enhancement is still a relatively new area of research, 

there are still many areas of exploration with regards to 

achieving an optimal design of an EHD enhanced 

thermal cell. One such area worth exploring is the 

influence of electrode geometry on the induced fluid 

motion. More specifically, the effect of the radius of 

curvature of the electrode tips. A numerical study 

performed by Ma et al. demonstrated that a smaller 

radius of curvature increases electric field strength [1]. 

Since the electric field strength and shape dictates the 

applied body force magnitude and direction, varying the 

electrode geometry will have a significant effect on the 

resultant motion, both in velocity and flow regime. Both 

aspects play a large part in heat transfer enhancement. 

Therefore, by comparing geometries, an ideal design may 

be achieved which may result in the maximum heat 

transfer for a given applied voltage. Additionally, by 

considering the breakdown voltage of the dielectric, a 

limitation for the sharpest electrode edge usable can be 

determined. 

 

II. METHODOLOGY 

 
The radius of curvature is described by a value that 

will be referred to as the RB ratio. This value non-

dimensionalizes the radius of curvature as a ratio of the 

radius of curvature to half of the width of the base of the 

electrode. As seen in Fig. 1, an RB of 1 corresponds to a 

semicircle while an RB of 0 corresponds to a perfect 

sharp pointed triangle. Intermediate values then 

correspond to a triangle with a filleted tip as seen below. 

The numerical set up models a 2-dimensional thermal 
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cell that is 100 mm in height and 20 mm in depth. The 

left wall is the high voltage electrode consisting of nine 

symmetrical electrode bumps, and right wall is the 

ground electrode, see Fig. 2. The top and bottom walls 

are set as zero charge boundary conditions, and all four 

walls are set as no-slip boundary conditions. Since this 

study is mainly concerned with the effect of geometry on 

the steady state induced flow, charge will be induced 

through unipolar charge injection at the high voltage 

electrode, which is set to 8000 V. The high voltage 

electrode is a source of charged species, and the ground 

electrode is a sink for charged species. No other charging 

mechanisms are modelled. The fluid is given the 

properties of Octadecane, a common dielectric PCM [2], 

[3]. The ion mobility used for liquid Octadecane is 4.7 • 

10-9 m2/Vs as reported by Noble and Taylor [4]. The 

mesh parameters are set to a minimum element size of 

2E-4, a maximum element size of 4E-7 and a growth rate 

of 1.03, and a free time step limited to a maximum of 

0.05 seconds is used. A grid and time step independence 

test has been performed to ensure result reliability.  

The simulation is performed for a simulated period 

of 50 seconds to allow the flow to reach steady state. The 

simulation is performed for RB values ranging from 

0.025 to 1. The RB value of 0 will not be tested as there 

are numerical limitations associated with electrodes with 

sharp edges, as the electric field tends to infinity at the tip 

[1]. Since a finite element size cannot reflect that 

behavior irrespective of resolution, that testing condition 

will be omitted.  

 

 

III. RESULTS AND DISCUSSION 
 

To determine the effect of electrode curvature on the 

induced flow, the u-velocity profile at steady state in 

front of the center electrode is examined. The center 

electrode is examined to minimize the presence of edge 

effects on the resultant flow. The velocity profile 

provides qualitative data on the nature of the induced 

flow regime. Additionally, quantitative data is derived 

from it regarding the flow velocity directly in front the 

electrode, specifically the velocity magnitude, direction, 

and jet width. Because the absolute values of the velocity 

and jet width will vary based on the input conditions, the 

results were normalized against themselves to analyze 

the relative difference as a result of varying the RB 

value. The velocity data can be seen in Fig. 3 while the 

jet width data can be seen in Fig. 4. In the velocity 

results, a positive velocity represents fluid travelling 

from the high voltage electrode to the ground electrode, 

while a negative velocity indicates the reverse. This 

allows for insights regarding circulation directions 

induced by different geometries. The jet width was 

calculated by finding the distance between the two points 

around the center electrode protrusion where the velocity 

switches signs from positive to negative or vice versa. 

 
 

Fig. 2.  Thermal cell electrode schematic for RB=0.5 test case 

 
 

Fig. 1.  Electrode geometry at various RB values 

 
 

Fig. 3.  The jet velocity in front of the center electrode for a range 

of RB values normalized against itself. 

 
 

Fig. 4.  The jet width in front of the center electrode for a range of 

RB values normalized against itself. 
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This provides an indication of the total width of the 

region where flow is carrying fluid from or to the high 

voltage electrode. 

The velocity and jet width results suggest the 

presence of two flow regime regions and a transition 

region between them. The first regime occurs from 0.025 

< RB < 0.25, with a transition region from 0.3 < RB < 

0.55, and another regime from 0.6 < RB < 1. As such, 

analysis of each region is conducted. As seen in Fig. 5a, 

the first region is characterized by symmetrical 

circulation regions. The velocity profiles for RB=0.025 

and RB=0.05 show a high positive velocity ejecting from 

the central jet with a wide jet with slight dip in velocity 

in the center. This is to be expected as the strong 

electrical fields induced by the sharp curvature would 

increase the body force on the fluid. As the RB value 

grows to RB=0.075, an interesting behavior is observed. 

The central dip in velocity drops in magnitude below 

zero, meaning fluid has started to recirculate back in the 

center. This suggests that there is a limit to how wide the 

jet of a single direction flow can be. Due to conservation 

mass, you cannot have more fluid going one way than the 

other, so as the jet widens, it eventually splits in two 

creating a new recirculation zone. As the RB values grow 

more towards RB=0.25, those two positive peaks around 
the center diverge further until meeting with other 

positive peaks from the surrounding jets and coalescing. 

At this point the flow has inverted completely with the 

recirculation occurring in the opposite direction. 

However, the magnitude of the velocity is now far 

greater. The reason behind this is likely that as the RB 

value grows, while the electric field strength at the tip 

does decline, the area that possesses a strong electric 

field grows. This suggests an optimal RB value where the 

maximum flow velocity can be achieved. This behavior 

is also reflected in the jet width, where initially it is wide 

and as the flow direction inverts itself, a new narrow jet 

forms which slowly widens with growing RB value. 

Past this regime into the transition zone ranging from 

RB=0.3 to RB=0.6. The velocity of the jets declines in 

magnitude as the electric field driving the motion 

weakens. Past this point, for values ranging from 

RB=0.65 to RB=1, a new stable and symmetrical flow 

regime arises, see Fig. 5b. In this range values, the jet 

velocity and jet width mostly level out, increasing only 

slightly with the RB ratio. This is still likely due to the 

fact the arc length increases with RB value, increasing 

the area of fluid influenced by the stronger field, while 

the field strength does not drop significantly. The 

recirculation zones do not change significantly in size or 

shape with RB value in this region. 

Analysis of the electric field strength present at each 

value provides an insight into the significant change 

present at lower end of RB values and the lack of change 

present at the higher end. Fig. 6 shows the maximum 

field strength present at the tips of the high voltage 

electrode in each test. Initially, small changes in the RB 

value result in significant changes to the electric field 

strength at the high voltage electrode, with a 25% 

reduction in the electric field when changing from 

RB=0.025 to RB=0.05. The electric field then levels out 

as the RB ratio continues to grow with a less than 1% 

difference between RB=0.95 and RB=1. This behavior is 

expected because as the radius of curvature of the 

electrode grows, it more closely resembles flat surface 

and will asymptote towards that value. 

 

IV. CONCLUSION 
 

The results of this numerical study demonstrate that 

the geometry of the high voltage electrode plays a 

significant part in dictating the resultant flow, both with 

regards to structure and flow rates. An RB ratio is 

introduced as a dimensionless quantity that quantifies the 

“pointiness” of the electrodes by relating the radius of 

curvature of the electrode tip to half its base width. 

Lower RB value electrodes induce a stronger electric 

field at the electrode tip but do so over a smaller area and 

 
 

Fig. 6.  The jet width in front of the center electrode for a range of 

RB values normalized against itself. 

 
       a) Velocity Profile RB=0.15                          b) Velocity Profile RB=1                                                         

 

Fig. 5.  Characteristic velocity profiles in the three flow regimes. 
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higher RB value electrodes act on a larger area but with 

less force. As such there is an optimal point at which the 

maximum jet velocity magnitude is achieved which was 

around RB=0.3. Furthermore, depending on the range of 

RB value, different flow regimes emerge. This provides 

an insight into the considerations that must be taken 

when designing a thermal cell to achieve the optimal heat 

transfer, as well as presents a degree of control to achieve 

certain desired flows. Next steps would include running 

more studies while varying other parameters such as 

material or electrical properties to create a broader map 

of the fluid response to geometry based on other 

parameters. A broader search would allow for locating a 

more global optimum with regards to a design goal. 

Additionally, introducing heat transfer in the model 

would allow for quantification of the heat transfer 

enhancement achieved by varying the geometry. Finally, 

after establishing a potential optimum, experimental 

studies will be performed around the optimum to validate 

the numerical studies. 
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Abstract- Bubble growth and detachment in dielectric liquids have been extensively studied under DC electric fields, where
numerical models have successfully predicted steady-state bubble shapes in the absence of Coulomb effects. However, under
time-dependent AC electric fields, the interplay between evolving bubble shape and dynamic electric stress introduces com-
plex behaviors that remain poorly understood. Understanding these dynamics is essential for applications in electrohydrody-
namic (EHD) control, microfluidics, and phase-change heat transfer. In this study, we experimentally investigated the growth
and detachment of air bubbles injected into the leaky dielectric liquid HFE-7100 under AC electric fields with square and sine
waveforms at 50 and 100 Hz. High-speed imaging and image analysis revealed that EHD forces induced significant shape oscil-
lations and strongly influenced bubble growth rates and detachment timing. The response was highly dependent on the phase
of bubble initiation, with polarity reversal often triggering detachment. Notably, under sine wave excitation, successive bubbles
spontaneously organized into two alternating modes characterized by highly consistent aspect ratio evolution and volumetric
growth. The bifurcation effect disappeared when a DC bias was added to the signal. These results demonstrate the critical role
of waveform shape, frequency, and polarity in modulating bubble behavior in AC fields, and provide new experimental insight
into transient EHD effects in leaky dielectric fluids.

Keywords- Bubble dynamics, AC electric fields, HFE-7100.

I. INTRODUCTION

From electrospray to submicrometer particle separation,
AC electric fields have been developed as powerful tools
in multiphase systems due to electrohydrodynamic (EHD)
forces. The EHD forces in such systems are governed by
Equation 1, which depends on multiple parameters: free
charge density ρe, electric field intensity E, and permittiv-
ity ε. The three terms on the right-hand side correspond
to electrophoresis (Coulomb force), dielectrophoresis, and
electrostriction, respectively. Bubbles, on the other hand,
play a critical role in many multiphase engineering appli-
cations, including but not limited to boiling heat transfer,
biological sample delivery, liquid-gas management in mi-
crogravity, and bubble-assisted chemical or biological pro-
cesses [1–4]. The presence of bubbles in a liquid introduces
a significant discontinuity in permittivity ε at the two-phase
interface, which can locally enhance dielectrophoretic and
electrostrictive forces, modifying the bubble shape in an
electric field.

fe = ρeE − 1

2
E2∇ε+ 1

2
∇
[
ρE2

(
∂ε

∂ρ

)

T

]
(1)

Historically, cross-disciplinary studies involving bub-
bles and electric fields have primarily focused on bubble
growth and detachment under DC electric fields, leading to
significantly simplified models. However, the interaction
between bubbles and AC electric fields in bulk liquids re-
mains relatively unexplored. Equation 1 indicates that the
time-dependent nature of AC electric fields can induce pe-
riodic variations in electric stress at the liquid-gas interface,
which may further induce surface oscillations. In this study,
the growth and detachment of air bubbles injected into bulk
dielectric liquid HFE-7100 from an orifice on a flat sur-

face were investigated under AC electric fields with vari-
ous frequencies and waveforms, as well as in the absence
of electric fields. The surface where the bubbles emerged
also served as the ground electrode, while the voltage was
applied via an upper electrode. This parallel configuration
generated EHD forces within the two-phase system, induc-
ing electrical stress at the liquid-gas interface and thereby
deforming the bubbles. For multiple successive bubbles in
each experimental condition, volumetric growth was ana-
lyzed under the assumption of axisymmetry on each layer,
and forced oscillations at different frequencies were exam-
ined based on the evolution of aspect ratios. Our prelimi-
nary study indicated that the advancing and receding con-
tact angles played a critical role in determining whether the
bubble base shrank or spread, suggesting that detachment
may be triggered by the motion of the triple line rather than
by a force balance [5]. Both premature and delayed detach-
ment were observed, depending on the phase at which bub-
bles were initiated within the AC field cycle. Furthermore,
sinusoidal waveforms of specific frequencies were found to
induce an alternating pattern of bubble growth and oscilla-
tion modes between successive bubbles. This study aims to
provide high-quality experimental data to enhance the fun-
damental understanding of bubble dynamics governed by
AC electric fields.

II. METHODOLOGY

In this study, bubbles were generated via adiabatic air
injection into the test cell half filled with hydrofluoroether
(HFE) fluid HFE-7100. The experimental setup comprised
10 major components, as depicted in Fig. 1.

A typical experimental procedure involved the follow-
ing steps: 1. The test cell was evacuated. 2. Dielectric liq-
uid was injected through a valve until the upper electrode
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Figure 1: 2-D Schematic diagram of the experimental
equipment. 1. Highspeed camera 2. Pressure gauge 3.
Valve 4. Injection sample 5. The upper electrode 6. Light
7. test cell 8. High voltage amplifier 9. Oscilloscope 10.
Function generator

was fully submerged. 3. Due to the sub-atmospheric test
cell pressure (the vapor pressure within the test cell equili-
brated to the saturation pressure corresponding to the con-
trolled liquid temperature), ambient air was drawn into the
test cell through the capillary channel, leading to bubble
growth and detachment from the immersed surface of the
injection sample. 4. Bubble growth and detachment were
recorded using a Phantom Miro M310 high-speed camera
at 7200 or 11000 FPS.

The saturation pressure corresponding to the tempera-
ture was 0.27 bar absolute. The test cell pressure was then
modulated to 0.6 bar after some gas was introduced. The
bubble injection-induced pressure variation was negligible
throughout the whole experiment duration due to the rela-
tively small amount of gas compared to the space upon the
liquid free surface.

III. RESULTS

The experiments were firstly conducted in the absence
of electric fields to construct the control group data, and
later under AC electric fields of 50Hz and 100Hz, with the
bulk pressure maintained at 0.6 bar absolute. The applied
voltage varies between -12 kV and +12 kV while the dis-
tance between the two electrodes remained 1 cm.

A. Bubble growth and detachment in AC electric fields
driven by square wave

The bubbles in the control group exhibited an average
lifespan of around 10 ms. As the resident time is long
enough for a typical bubble to experience at least one peak
to peak polarity shift when 50Hz was imposed, which is the
most important event throughout its lifespan, the behavior
of successive bubbles could vary significantly. Fig. 2 and
Fig. 3 show the photographic sequences of 2 bubbles from
the 10 successive bubbles observed, labeled as bubble no.
2 and no. 5, respectively. Compared to the control group,
bubble no. 2 was subjected to a force that pushed it against
the horizontal surface, resulting in a more hemispherical

shape during the early stage of its growth. Soon after, as
the electric field polarity changed, the bubble appeared to
be lifted from the bottom by another force, forming a shape
reminiscent of an inverted hammerhead or a boxing glove,
which accelerated its detachment and led to an extremely
short lifespan of 4.32 ms (Fig. 2). To the authors’ knowl-
edge, bubbles of this shape have not been reported in rele-
vant research.

Figure 2: Photographic sequence of bubble no.2, square
wave 50Hz, ∆t =0.27ms

In contrast, bubble no. 5 (Fig. 3) exhibited markedly
different growth dynamics, as it was dragged toward the
surface during the mid or early-mid stage of its growth pe-
riod. This effect caused the initially spherical bubble to set-
tle onto the injection orifice, forming a triangular shape with
rounded edges. This shape is mainly due to the Coulomb ef-
fect at the change of polarity that counteracts buoyancy and
prevents the bubble from detachment. After 10 ms, which
is half the period of the signal, the bubble experienced a
lifting force, morphed into a shape similar to bubble no. 2,
rose up, and detached from the surface in less than 3 ms.
Consequently, the lifespan of bubble no.5 is much longer
than that of bubble no.2.

Figure 3: Photographic sequence of bubble no.5, square
wave 50Hz, ∆t =0.45ms
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The aspect ratio over time for 10 successive bubbles was
investigated and is plotted in on Fig. 4. The mean aspect ra-
tio from control group is included as a reference. These
curves provide an incomplete but useful tool for monitoring
bubble shapes during growth. The behavior of the bubbles
varies significantly depending on the position of the signal
at the time of bubble emergence. 6 out of 10 bubbles (bub-
bles no. 1, 3, 5, 7, 9, and 10) experienced longer growth
periods compared to the control group, while the remain-
ing 4 bubbles (bubbles no. 2, 4, 6, and 8) had significantly
shorter lifespans. For all the bubbles that exhibited shorter
lifespans, reflecting from their aspect ratio, they received
the lifting force earlier, at 2 to 4 ms (bubbles no. 2, 4, and
8), or wasn’t suppressed at all (bubble no. 6). In contrast,
bubbles with delayed removal experienced a prolonged sup-
pressing period of 8 to 10 ms before another effect elon-
gated the bubble and facilitated its removal. All 10 bubbles
in this group had a higher aspect ratio with a larger positive
slope at detachment compared to the control group, indi-
cating the significant role of EHD stress in the detachment
process: the detachment is triggered by the sudden change
of polarity.

Figure 4: Evolution of aspect ratios of 10 successive bub-
bles, square wave 50Hz

B. Bubble growth and detachment in AC electric fields
driven by sine wave

Fig. 5 presents photographs of a typical bubble growing
under an electric field controlled by a 100 Hz sine wave sig-
nal. Like bubbles formed under a square wave electric field,
strong oscillations caused by the time-varying EHD stress
can be observed. The bubble became elongated, with its
lower part being pushed against the horizontal surface. As
the EHD stress decreased or was completely removed, the
bubble returned to a more spherical shape, which forced the
lower surface to be lifted and ultimately led to detachment.
A comparison with the square wave group reveals a notable
difference in bubble shape: bubbles under the sine wave
field exhibited smoother, more symmetric contours. In con-
trast, in the square wave group, the sudden changes in both

field intensity and polarity generated significant Coulomb
stress at the interface, causing dramatic shape deformations.
By contrast, the gradual evolution in the sine wave signal re-
sulted in a more progressive redistribution of electric stress,
leading to a smoother interface.

Figure 5: Photographic sequence of an example bubble,
sine wave 100Hz, ∆t =0.56ms

In addition to photographic observations, the oscilla-
tions can be characterized by tracking the aspect ratio over
time. The evolution of the aspect ratio for 10 successive
bubbles growing under a 100 Hz sine wave-driven electric
field is depicted in Fig. 6a. Compared to the control group,
all these bubbles exhibit significant oscillations in their as-
pect ratios, with two distinct wave peaks during the growth
cycle. The oscillation patterns of these bubbles can be cat-
egorized into two groups: one encountering the first peak
earlier (marked in green) and the other later (marked in or-
ange). The bubbles in the orange group had a larger sur-
face area and volume when they encountered the oscilla-
tions, resulting in both wave peaks being higher than those
in the green group. Despite the differences in timing, the
oscillation patterns of the two groups are very similar, both
oscillating at approximately 190-200 Hz, which is roughly
double the frequency of the electric field change. This sug-
gests that dielectrophoretic force, which is independent of
polarity, is the primary driver of these oscillations. The dis-
tinct grouping of bubble oscillations can be attributed to the
timing of bubble growth initiation, which is regulated by the
electric field and falls into two categories, each correspond-
ing to a specific phase within the sinusoidal waveform. As
a result, the bubbles exhibit only two modes of behavior
throughout their growth. In addition, The bubbles in these
two groups always alternate, suggesting that they either in-
fluence each other or are controlled by a common factor at
initiation.

In the experiments conducted under 50 Hz electric
fields, two distinct patterns were again observed for 10 suc-
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cessive bubbles, as shown in Fig. 6b, where the odd number
bubbles are marked in green and the even number bubbles
are labeled in orange. Except for bubble no. 1, the bub-
bles in the two groups alternated consistently, with a bubble
from the orange group always following one from the green
group, but all detached with an aspect ratio of 2. Each bub-
ble in both groups exhibited a single peak in aspect ratio,
and the oscillation frequency in the green group was around
100 Hz. Compared to the 100 Hz experiments, the aspect
ratios of these bubbles were significantly suppressed during
the first 1 ms of their lifespan. This provides compelling
evidence that the electric field influences not only the oscil-
lation during bubble growth but also the initiation of bubble
growth.

(a) Evolution of aspect ratios of 10 successive bubbles, sine wave
100Hz

(b) Evolution of aspect ratios of 10 successive bubbles, sine wave
50Hz

Figure 6: Aspect ratio curves of 10 successive bubbles, sine
wave 100Hz 50Hz

IV. CONCLUSION

In this study, the impact of AC square wave and sine
wave electric fields at 50 and 100 Hz on the dynamics of

injected air bubbles in HFE-7100 was investigated. EHD-
induced oscillations were observed and analyzed through
the evolution of aspect ratios. The growth and detachment
of bubbles were found to be highly dependent on the phase
at which bubble initiation occurred. While electrical stress
at the liquid-gas interface reduced the growth rate for cer-
tain bubbles, the eventual polarity reversal ultimately trig-
gered the detachment process.

One of the most unexpected findings was that the sine
wave with alternating polarity modulated the initiation of
bubble growth, regulating 10 successive bubbles into two
distinct oscillation modes. Within each of these alternat-
ing modes, both the aspect ratio evolution and volumetric
growth curves exhibited high consistency. However, this
regulating effect was suppressed when a DC bias was in-
troduced to the sine wave signal, suggesting that polarity
changes and Coulomb forces play a critical role in the ob-
served organization of bubble behavior.
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I.  INTRODUCTION 
 

Solar energy is a promising solution for sustainable 

green energy, but the accumulation of dust and sand on 
photovoltaic (PV) panels reduces their efficiency, 

limiting electricity generation. Developing effective 

cleaning techniques is crucial for maintaining panel 

performance. Current cleaning methods include 

mechanical, coating, and electrostatic techniques [1-2]. 

Mechanical methods, such as air-blowing, robotic 

cleaning, and ultrasonic vibration, are energy-intensive. 

Water-based cleaning is effective but requires significant 

water consumption, posing challenges in arid regions. 

Coating methods use nanotechnology to create super 

hydrophilic and hydrophobic films, often combined with 

other techniques. Electrostatic cleaning offers a 
contactless alternative, likeusing high-voltage induction 

charging or electrodynamic screens, though the 

effectiveness of the latteris influenced by particle 

properties. 

The use of corona ionic wind for cleaning solar 

panels is a novel technique that has been studied by 

examining how geometric parameters influence wind 

speed intensity and power consumption in a laboratory-

scale setup [3]. This technique can achieve over 95% 

cleaning efficiency at a wind velocity of 2 m/s, utilizing a 

cleaning actuator composed of a high-voltage electrode 
and a ground electrode structured as a rectangular metal 

frame. 

Theoretical and numerical studies on cleaning PV 

solar panels using electric wind generated by corona 

discharge are crucial for understanding particle 

movement mechanisms and optimizing the performance 

of the cleaning system. Building on previous studies that 

have focused on numerical modeling of dust particles 

under corona discharge for applications such as particle 

separation and filtration, this investigation aims to 

analyze the behavior of dust accumulated on PV panels 

under electric wind forces.  In this context, this paper 

presents a numerical model of particle trajectories, taking 

into account key electrostatic forces that influence 

particle motion, including Coulomb force, gravitational 

force, drag force, and van der Waals adhesion force. 

 
II. NUMERICAL MODELING 

 

The electro-hydrodynamic (EHD) air blower device 

operates on the principle of corona discharge to generate 

airflow. It consists of two main components: a wire 

electrode connected to a high negative DC voltage and a 

grounded rectangular frame electrode, referred to as 

“plate”in Fig. 1. The airflow, often called electric wind, 

is induced due to the EHD force generated by the corona 

discharge.In this system, the corona discharge occurs at 

the wire electrode, ionizing the surrounding air. The 
resulting negative ions move toward the grounded frame, 

transferring momentum to neutral air molecules and 

producing the gas motion. The airflow exits the device 

through two openings located below the frame.   

Dust particles deposited on the surface of the PV 

panel can be removed by the drag force exerted by the 

electric wind flow. In addition to this force, the dust 

particles experience other influences, including the 

Coulomb force, gravitational force, friction force (due to 

the contact with the panel surface), and the van der 

Waals force. The interaction and balance of these forces 
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determine the motion of the dust particles, ultimately 
governing the cleaning process of the panel. 

The simulation of the cleaning process involves three 

steps. First, the EHD force is calculated by solving the 

Poisson equation for the electric field and charge density. 

Second, the electric wind velocity is determined by 

solving the Navier-Stokes equations using the EHD force 

as an input. Finally, the motion of dust particles is 

analyzed by applying Newton’s laws of dynamics, using 

the electric field and wind velocity to predict particle 

trajectories and assess the cleaning efficiency. 

 

A. Electric Field and Charge Density 
 

To numerically simulate the electric field and the 

charge density between the electrodes, the corona 
discharge is assumed to be in a stationary regime, 

meaning the system remains steady over time.  

Therefore, the equations governing the negative corona 

discharge are 
 

 −∇ ⋅ 𝐉e = (α − η) 𝐉e  (1) 
 

 ∇ ⋅ 𝐉p = α 𝐉e  (2) 
 

 −∇ ⋅ 𝐉n = η 𝐉e  (3) 
 

 ∇ ⋅ 𝐄 =
𝑒0

ε0
 𝑁p −𝑁e − 𝑁n  (4) 

 

where subscripts e, p and n correspond to electrons, 

positive ions and negative ions; 𝐉i  and 𝑁i denotes the flux 

and the number density of particles of type i (i = e, p and 

n), respectively; 𝐄 is the electric field, α and η are the 

ionization and attachment coefficients, respectively; ε0 is 

the air permittivity; and 𝑒0 is the elementary charge. The 

flux of each particle type is given as 𝐉i = 𝜇i𝑁𝑖𝐄, where 𝜇i 

is the electrical mobility of particle i. 
By solving this set of coupled equations as detailed 

in [4], the EHD force distribution acting on air can be 
evaluated as [5] 
 

 𝐅 = 𝑒0 𝑁p −𝑁e − 𝑁n 𝐄 (5) 
 

B. Electric Wind Velocity 
 

The EHD flow generated by the corona discharge 

depends on the nature of the airflow, which can be either 

laminar or turbulent based on the Reynolds number. At 

low Reynolds numbers, typically with low applied 

voltage, the flow remains laminar, and the laminar flow 

model provides a more accurate representation. However, 

the airflow is most often turbulent, and the gas velocity 

must be determined by solving the Reynolds-averaged 

Navier-Stokes equations [4]. 

 

C. Dust Particle Motion 
 

 In this model, several forces are taken into account to 

determine the trajectory of dust particles [6]: 

a)Coulomb force 

The Coulomb force 𝐅cacting on a particle in the region 

beneath the grounded electrodes is expressed as 
 

 𝐅c = 𝑞p𝐄 (6) 
 

where 𝑞p  denotes the charge acquired by the particle 

from the corona discharge. In this work, the charge of the 

particle is assumed to be equal to the saturation charge 

value [6-7]: 
 

 𝑞p = 𝑞ps = 4πε0𝑟p
2 3εrp

εrp +2
𝐸c  (7) 

 

where ε0 and εrp are the dielectric permittivity of vacuum 

and the relative permittivity of the particle, respectively, 

and 𝐸c  is the dielectric strength of air (𝐸c  ≈ 3×106V/m). 

b) Drag force 

The drag force 𝐅don a spherical particle within the gas 

medium is described by the following expression: 
 

 𝐅d = 6πη
g
𝑟p

1

Cu
 𝐔g −𝐕p  (8) 

 

In this equation, ηg = 1.85 × 105 kg m-1 s-1 is the 

dynamic viscosity of the air, Cu = 1 is 

theCunninghamfactor, 𝐔g  is the velocity of the flow, and 

𝐕p is the velocity of the particle. 

c) Gravitational force 

The gravitational force 𝐅g is given by 
 

 𝐅g = 𝑚p𝐠 =
4

3
π𝑟p 

3ρ𝐠 (9) 
 

where 𝑚pand ρ are, respectively, the mass and the 

density of the particle, and 𝐠is the gravitational 

acceleration. 

d) Van der Waals force 

The van der Waals force 𝐅vdW acts as an adhesive force 

between the particle and the surface, and it is expressed 

as 
 

𝐅vdW = −
𝐴h 𝑟p

6𝐷2
 

γ2

γ2+58.14 𝑟p  RMS
+

𝐷2

 𝐷+1.817 RMS  2
 𝐧 (10) 

 

with 𝐴h the Hamaker constant (of the order of 10-19 J in 

vacuum), D the shortest distance between the particle and 

the substrate (of the order of 10-10 m), RMS the quadratic 

mean value of the surface roughness (≈ 3 nm), γ the 

mean distance between the peaks of the asperities (≈ 20 

nm) and 𝐧 the unit normal vector to the solar panel 

surface. 

 

Fig. 1. Schematic representation of the solar panel cleaning 
system based on electric wind (not to scale). 
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e) Static friction force 

The static friction force 𝐹sta ,𝑥 , aligned parallel to the 

surface of the solar panel, is considered when the particle 

is at rest. Its maximum value is determined as the product 

of the total normal force 𝐹T,𝑦  to the solar panel surface 

acting on the dust particle (in the absence of motion) and 

the static friction coefficient μe , 
 

 𝐹sta ,𝑥
max = μe  𝐹T,𝑦  (11) 

 

If the total horizontal force 𝐹T,𝑥acting on the particle does 

not exceed 𝐹sta ,𝑥
max , the particle remains at rest.Conversely, 

when 𝐹T,𝑥 > 𝐹sta ,𝑥
max , the particle will move. Therefore, 

equation (11) serves as a significant criterion for 

determining the onset of particle motion. 

 Considering all these forces in Newton's second law 

allows for the determination of the equation of motion of 

particles. 

 

III. RESULTS AND DISCUSSION 
 

The numerical results presented in this section were 

obtained using a corona wire with a radius of r=100 μm 

and an inter-electrode separation of d=3 cm. A negative 

voltage of φ=−25 kV was applied to the corona wire, 

resulting in a current intensity per unit length of 

805 μA/m. The electric field and electric wind velocity, 

used as input parameters in (6) and (8), were obtained by 

solving (1)-(4) with a novel approach detailed in [4], and 

solving the Navier-Stokes equations. The inclination 
angle of the solar panel was 10°. 

The dust particle is modeled as a sphere with a 

diameter of dp =400 μm and a mass density of p= 
2.6 g/cm3. At time t = 0 s, the particle is assumed to be 

located on the panel surface, beneath the blower, at a 

distance 𝑥p = 0.3𝐿from its center.The blower, with a 

width L, has two electric wind outlets, and our focus is 

on outlet 2. Influenced by the velocity flow 𝐔g  generated 

by the blower, the particle moves with a velocity 𝐕p  

along the x-axis. 

Fig. 2 shows the components of the electric field 

near the surface of the solar panel just under the blower 

device. The strength of the component 𝐸𝑥  of the electric 

field varies from 0 to nearly 6 × 105  V/m, which is 

sufficient to accelerate the charged dust particles. In 

contrast, the component 𝐸𝑦  of the electric field is one 

order of magnitude smaller than the 𝐸𝑥 . Therefore, the 

motion of the dust particle along the ydirection will not 

be considered. The sign of 𝐸𝑦  reversesat a distance of 

1.2 cm from the center of the blower. When 𝐸𝑦  is 

positive, the corresponding Coulomb force helps to lift 

the dust particle in the 𝑦-direction, opposing the Van der 

Waals and gravitational forces. Conversely, when 𝐸y  is 

negative, the Coulomb force pushes the dust particle 

downwards, in the same direction than van der Waals and 

gravitational forces, making the particle more likely to 

stick to the solar panel surface. Thus, the effect of the 

component 𝐸𝑦  depends on the position of the dust 

particle. 
 

The electric wind generated by the corona discharge 

transports dust particles away from the surface of the 

solar panel. The profile of the gas velocity distribution in 

the inter-electrode space, generated by the negative 

corona discharge for an applied voltage of −25 kV, is 

shown in Fig. 3. Since the corona plasma region is 

confined to a small layer around the wire, the flow 

distribution is primarily influenced by the EHD force 

acting in the drift zone. This EHD force serves as a 

propulsive mechanism, accelerating the air from the 
corona wire towards the two plates. As the air approaches 

the plates, it is deflected along the surface of each plate. 

Consequently, in the downstream region of the wire, the 

flow structure is characterized by the presence of two 

stable, recirculating vortices situated above each plate. 

The maximum air velocity, reaching approximately 

2.0 m/s, is observed beneath the wire and within the 

deflected flow circulating parallel to the walls on both 

sides of the blower. Furthermore, the gas velocity 

remains high at the outlet boundaries due to the small 

outlet section, which contributes to the cleaning process 
of dust particles. 

On the solar panel, dust particles are influenced by 

Coulomb force and the drag force generated by the 

electric wind. Due to the inclined angle of the panel, 

gravitational force also contributes to particle motion.Fig. 

4 illustrates the component 𝑉𝑥 of velocity for a dust 

 

Fig. 2. The components 𝐸𝑥and 𝐸𝑦  of the electric field near the 

surface of the solar panel, under the blower device,at a height y 
= r (the radius of the dust particle), for L = 5 cm and l = 1 cm. 

 

Fig. 3. 2D spatial distribution of the ionic wind velocity inside 

and beneath the blower device for L = 5 cm and l = 1 cm. 
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particle, both with and without considering the Coulomb 

force.The component 𝑉𝑦  is not considered, because the 

displacement of dust particles is mainly tangential to the 

solar panel surface. 

The results show that the particles velocity increase 

from ~ 0.5 m/s to ~ 1 m/s when Coulomb force is 
considered, which implies a significant improvement in 

the cleaning efficiency. The Coulomb force primarily 

controls the cleaning when the initial position of the 

particle is beneath the blower. However, when the 

particle lies outside the blower, the Coulomb force has 

minimal impact, and its motion is mainly driven by the 

drag force and gravity. As shown in Fig. 5, drag and 

gravitational forces account for 4 to 9% of the total force 

beneath the blower, but nearly 100% when the particle is 

outside (x> 2.5 cm). 

In conclusion, if a particle is initially situated next to 
the blower and, due to its strong adhesion to the panel, is 

not removed by the action of the electric wind and 

gravity,it will be eventually removed when the particle 

becomes located below the blower,which will occur as 

the blower device moves forward. At thatmoment, the 

Coulomb force supplements the drag and gravitational 

forces, increasing the probability of eliminating 

theparticle from the solar panel surface. 
 

IV. CONCLUSION 
 

This study explores the use of ionic wind generated 

in a corona discharge for cleaning PV panels, aiming at 

reducing efficiency loss due to dust accumulation. The 

Coulomb force predominantly influences dust particles 

movement when they are located beneath the blower, 

accelerating them away from the panel surface. On the 

contrary, Coulomb force has minimal effect on 

particleslocated outside the blower, and its movement is 

mainly driven by the drag force and gravity. However, if 

the ionic wind is unable removed these particles due its 
strong adhesion to the panel, they can be eliminated 

when they eventually end up underneath the blower, as it 

moves forward.At that moment, the Coulomb force and 

the drag force cooperate to efficiently remove the 

particles.These findings improve our understanding of 

the cleaning mechanism and will facilitate the design of 

more efficient ionic wind cleaning systems. 
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Fig. 4. The component 𝑉𝑥  of velocity of a dust particle as a 

function of time. 

 

Fig. 5. Comparison of the ratios of Coulomb force to the total 
force, and drag plus gravitational force to the total force,along 
the x-axis. 
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I.  INTRODUCTION 
 

Electric fields are commonly used in microfluidic devices 
for biological applications (blood cells sorting for 
instance). Electric fields can also generate fluid pumping 
due to electroosmotic flows. At microscale, a high electric 
field is easily produced using a voltage typically produced 
by a function generator. When a DC voltage is applied 
between the two ends of a microchannel filled with an 
ionic liquid buffer, an electroosmotic flow is found to arise 
due to the presence of electric double layers (EDL) 
standing along the walls electrically charged by a native 
layer of immobilized ions. The subsequent surface charge 
is balanced by a diffuse layer of counter-ions (Guy-
Chapman diffuse layer). Provided the ratio of the Debye 
thickness of the Guy-Chapman layer, λ!, to the transverse 
size of the microchannel remains small, the external 
application of an axial electric field on the non-uniform 
distribution of the counter-ions across EDL induces a 
Coulomb force that makes the liquid to move[1]. A 
viscous plug flow is ultimately generated with a flow rate 
that can be monitored by the imposed electric field (Fig. 
1). Numerical simulations and experiments on an 
electroosmotic flow are presented when a permanent 
magnet is also inserted at the bottom wall of the 
microchannel. Due to magnetic non-uniformities, low-
Rm MHD-induced vortices are made evident just above 
the edges of the magnet. Upstream and downstream 
recirculating flows can therefore be made evident, that 
are useful to stir or to separate biological targets. 

 

Figure 1.  Schematic steps of the electro-osmotic flow establishment 
in a microfluidic channel. 

II. THEORETICAL DESCRIPTION AND NUMERICAL 
IMPLEMENTATION 

 
A.  ElectroMagnetoHydroDynamics 
In the presence of a permanent magnet, the magnetic flux 
density 𝐁 is described by the Maxwell-Thomson equation: 

 ∇ ∙ 𝐁 = 0, (1) 
with the magnetic vector potential A defined as: 

 𝐁 = −∇𝐀. (2) 
As the magnetic Reynolds number Rm is very low, 
especially in microfluidics applications, the influence of 
the flow on the magnetic field is negligibly small. With the 
ionic liquid under consideration, the magnetic field can be 
calculated in permanent conditions since it is decoupled 
from the velocity and electric fields. The electric field 𝐄 
can be written as: 

 𝐄 = −𝛁𝛹, (3) 
with 𝛹 the electric potential distributed all over the 
channel. The space charge density 𝜌" is described by the 
Maxwell-Gauss equation: 

 ∇ ∙ 𝜀𝐄 = 𝜌" , (4) 
with 𝜀 the electric permittivity. In this case, the space 
charge density clearly departs from zero near the walls 
accross the EDL.The conservation of the current density 
is the last ingredient to introduce here: 

 𝜕𝜌"
𝜕𝑡 +	∇ ∙ 𝐉 = 0, (5) 

where 𝐉 is the current density, defined as follows for a 
binary monovalent electrolyte in the presence of a MHD 
flow: 

 𝐉 = 𝑒(𝑛#𝜇# + 𝑛$𝜇$);𝐄 + (𝐮 × 𝐁)>+𝜌"𝐮, (6) 
with 𝑒 the absolute value of the electron charge, 𝑛# and 
𝑛$, the number densities of positive and negative ions, 𝜇# 
and 𝜇$, their respective mobility, and u, the velocity. By 
defining 𝜎 the electric conductivity as [2]: 

 𝜎 = 𝑒(𝑛#𝜇# + 𝑛$𝜇$), (7) 
and considering a very small electric Reynolds number 
𝑅𝑒	&'"( (𝑅𝑒	&'"( =

)*
+,
≈ 10$-), only the electric 
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conduction currents need to be considered and the electric 
current density simplifies to: 

 𝐉 = 𝜎𝐄 + 𝜎(𝐮 × 𝐁). (8) 
The velocity u for a Newtonian non compressible fluid 
moving inside a microchannel can be calculated thanks to 
mass conservation and the Stokes equation, the Reynolds 
number being very small:  

 ∇	 ∙ 	𝐮 = 0. (9) 
 0 = −1 ρE 𝛁𝑃 + 𝜐∇.𝐮	 + 	𝐅, (10) 

with 𝑃, the pressure, 𝜌, the density, 𝜐, the kinematic 
viscosity and 𝐅, the body force that is the sum of the 
Lorentz force, 

 𝐅𝐋 = 𝐉 × 𝐁, (11) 
and the Coulombic force, 

 𝐅𝐄 = 𝜌"𝐄. (12) 
The non-uniform distribution of the Lorentz force 
generates pressure gradients, which are found later on to 
be the source of micro-stirring. Using (8), (11) and (12), 
the body force F can be written more explicitly as: 

 𝐅 = 𝜌"𝐄 + 𝜎𝐄 × 𝐁 + 𝜎(𝐮 × 𝐁) × 𝐁. (13) 
Because the electric field is externally imposed - and not 
only induced by the interaction between the velocity and 
the magnetic field [3] -, it is worthy to assess here its real 
impact on the flow, justifying thus the term “EMHD 
flow”. A fair assumption is ultimately made, considering 
the Joule effect to be negligibly small, thus permitting the 
omission of thermo-electro-hydrodynamic effects [4-5]. 
 
B.  Numerical implementation 
The three-dimensional numerical model is implemented 
within COMSOL Multiphysics, a commercial software 
platform based on the finite element method. The 
computational domain, depicted in Figure 2, consists of a 
microchannel of length L=3 cm, featuring a rectangular 
cross-section with a width of 1 mm and a height of 150 
µm. The working fluid is a saline solution (0.9% NaCl), 
widely employed as a biological buffer, whose 
physicochemical properties at ambient temperature 
(293.15 K) are summarized in Table 1. A cylindrical 
permanent magnet (radius d=3 mm) is positioned 1 mm 
beneath the lower boundary of the microchannel. This 
magnet, composed of Neodymium Iron Boron (BMN-42), 
exhibits a remanent magnetic flux density of 1.33 T at 
room temperature. An air box is added to enable the 
magnetic field to be calculated with consistent boundary 
conditions and with no compromise on the accuracy 
provided its size is chosen ten times that of the channel 
height. 

 Symbols Value 
Relative permittivity 𝜀 [F/m] 78.5𝜀1 
Electrical 
conductivity 𝜎 [S/m] 2.5 

Dynamic viscosity 𝜂 [Pa.s] 0.001 
Table 1. Parameters of the numerical simulation. 

 
C.  Physical couplings and boundary conditions 
Magnetic field is calculated thank to Maxwell-Thomson 
equation (1) and the magnetic potential (2) in all domains 
(air box included). Whereas, Maxwell-Gauss equation (4) 
with the description of the electric potential (3) and 

conservation of the current density equation (5) are solved 
in the channel. The fluid velocity along the microchannel 
is calculated based on mass conservation (9) and the 
Stokes equation (10) with the body force (13).  
At the initial time, the system is considered at rest: no 
electric potential, no flow, no magnetic potential in all 
domains. The Eulerian approach requires the definition of 
boundary conditions:  a no-slip condition is imposed at the 
electrically-insulated side walls of the channel where the 
normal current density is imposed null. The inlet is 
grounded and maintained at a pressure P=0 while a DC 
potential, 𝛿𝑉=20 V, and an open fluid boundary condition 
are applied at the output. The magnetic field delivered by 
the magnet is calculated with a zero flux condition 
imposed at the air cube boundaries. 
 

III. NUMERICAL RESULTS 
 

The velocity map is presented in Figure 3. The axial 
electric field is found to generate a Poiseuille plug flow 
modified by the induction of a pair of two counter-rotating 
vortices above the edge of the magnet (vorticity aligned 
with the normal magnetic field produced by the magnet). 
Even if the velocity scale remains small, the stirring and 
the rotation time scale so obtained remain relevant to a 
significant biological stirring, considering the small size 
of the channel. The EMHD coupling term of the body 
force, 𝜎𝑬 × 𝑩, here generates a transverse force that is 
balanced by a transverse pressure gradient. The latter 
stands as a good candidate for explaining the stirring since 
it is only observed right above the magnet. 

IV. SCALING ANALYSIS 
 

The order of magnitude for the velocity associated with 
micro-stirring can be found by considering the curl of the 

 
 

Figure 2.  Design for the numerical implementation. 

 
 

Figure 3.  Velocity map in the normal-to-B plane, as obtained 
for an imposed voltage as large as 20 V and for a 3mm-sized 

cylindrical magnet. 
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Stokes equation, more specifically the balance between 
the viscous torque and the EMHD torque, the latter being 
calculated from the EMHD coupling component in the 
body force (13): 

 ∇ × (𝜐∆𝐮)~∇ × (𝜎𝐄 × 𝐁)~𝜎(𝐄 ∙ 𝛁)𝐁. (14)	

If we consider the physical scales introduced earlier, the 
order of magnitude predicted numerically is recovered, 
and also confirmed experimentally, as illustrated 
hereafter: 

 𝐮~
𝜎
𝜐
𝛿𝑉
𝐿 𝐵𝑑.~10$2 − 10$3𝑚/𝑠. (15)	

 
V. EXPERIMENTAL CHARACTERIZATION 

 
The microfluidic device presented in Fig. 4 is made 
respectively of: a Printed Circuit Board (PCB) for the 
bottom wall and the end electrodes, a microchannel 
(width: 2mm, height: 150 µm) and a cover made of 
transparent polymer (PMMA).  

The experimental setup for the observation and the 
characterization of the flow is presented in Fig. 5.  
A green 530 nm Light-Emitting Diode (LED) is used as a 
lighting source. Red fluorescents seed particles (Thermo 
Fisher Scientific Fluoro-Max Red 36-2B) are injected at 
the inlet of the microchannel and transported by the 
electro-osmotic flow. Green light is absorbed by particles 
whereas emitted red light is focalized by an objective on 
the photosensor of a fluorescence camera. A specific 
532nm filter is placed before the camera in order to 
remove potential light reflections. An image stacking is 
acquired in order to apply a Particles Images Velocimetry 
algorithm that allows the velocity map to be 
experimentally calculated. The method used for the 
velocity map calculation is the “sum of correlation” 
method. It consists of a correlation method applied upon a 
sequence of successive images. The result is a space-
averaged velocity profile (Fig. 6). Experimental maps are 
found in good agreement with the numerical prediction. 
The velocity scales are of same order of magnitude, while 
being slightly smaller in the experimental outputs. 

 
VI. CONCLUSIONS AND PERSPECTIVES 

 
EMHD coupling between an electroosmotic flow and the 
magnetic field generated by a permanent wall magnet is 
investigated. Micro-stirring, as made evident both 
numerically and experimentally, is related to 

magnetic non uniformities. A stirring flow with a 
velocity magnitude as large as 10-100µm/s is 
obtained at microscale. End-user implementation is 
easy at first sight since the magnetic field required to 
achieve micro-stirring remains relatively moderate. The 
integration of such an actuator in a microfluidic chip still 
needs to be optimized for biological separation purposes 
but the methodology is promising.  
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Figure 4.  Schematic of the microfluidic device. 

 

 
 

Figure 6.  Velocity map as obtained by microPIV for an imposed 
voltage as large as 20 V and for a 3mm-sized cylindrical magnet. 

 
 

Figure 5.  Schematic of the experimental setup used to characterize 
EMHD microflow [3]. 
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Abstract- A dielectric liquid subjected to a temperature gradient and a non-uniform electric field experiences two body forces,
along with an additional surface stress if a liquid surface is present. A first body force is the thermal buoyancy force that is
disregarded here due to microgravity conditions. A second body force, known as a thermoelectrohydrodynamic (TEHD) force,
arises from the joint contribution of the non-uniform electric field and the temperature-dependent dielectric permittivity, here
approximated as linear to first order. The TEHD force exists independently of thermally-induced buoyancy, making it a promis-
ing mechanism for enhancing heat transfer under microgravity conditions. This paper illustrates the competition between a
Marangoni stress and a TEHD force, making use of numerical simulations. The configuration studied is a differentially-heated
cavity, free of gravity, submitted to a non uniform electric field and a thermally-induced Marangoni stress along its ”top and
bottom” boundaries. A scaling analysis is proposed in order to identify the key parameters that contribute to heat transfer.

Keywords- Thermoelectrohydrodynamics, dielectric liquid, microgravity, flow simulations, Marangoni flow.

I. INTRODUCTION

The Marangoni effect is related to a stress along a
fluid/fluid interface that results from a surface tension gra-
dient. In the literature, two parameters influencing the sur-
face tension of a fluid interface are commonly identified, the
first one being the concentration of an amphiphilic chemical
specie, and the second one being the temperature [5], which
is the parameter we propose to retain in the present paper.

In addition to electrohydrohydrodynamics (EHD) that
results from the coupling between electrostatics and fluid
mechanics, thermoelectrohydrodynamics (TEHD) involves
another physical mechanism, heat transfers. Among the
electric forces a fluid can be subjected to, the focus here
will be on the dielectrophoretic (DEP) force alone. In such
conditions, Jawichian et al.[2] have shown that a temper-
ature gradient inside a fluid can give rise to a DEP-driven
flow inside a cavity provided a non uniform electric field
can also be sustained, for instance between a differentially
heated pair of triangular electrodes also submitted to an
AC voltage. A flow is then steadily generated between the
electrodes, as two counter-rotating vortices arise. Such a
flow contributes to an increased heat transfer between the
electrodes, as demonstrated by the evolution of the Nusselt
number[2].

Here, the latter TEHD flow is revisited by considering
the additional role of the Marangoni stress. To this end, the
top and bottom boundaries are considered behaving like liq-
uid surfaces subjected to a thermally-induced surface ten-
sion gradient. This configuration is relevant to the float zone
method well-known in crystal growth science. Depending
on the sign or the magnitude of the Marangoni stress, its in-
teraction with the DEP body force is found either construc-
tive or adverse, which gives rise to new regimes as shown
in the following.

II. METHODOLOGY

A. The triangular electrode configuration

Figure 1: Configuration studied with one pair of differentially-
heated triangular electrodes.

The cavity under study is filled with a purely dielectric
liquid trapped between two electrodes. The triangular shape
of the electrodes creates a non-uniform electric field. The
two other boundaries of the cavity are liquid surfaces that
separate the inner liquid from an electrically and mechani-
cally passive outer fluid medium. Constant temperatures are
prescribed: Tc at the cold electrode and Th at the hot elec-
trode. A temperature gradient is therefore imposed giving
rise to the DEP force in the bulk and to a Marangoni stress
along the liquid surfaces. As numerically demonstrated by
Jawichian et al. in case of microgravity conditions and solid
boundaries, free of Marangoni effect, a jet driven from two
internal counter-rotating vortices is made evident between
the electrodes [2], that is found to contribute to heat trans-
fer enhancement. Microgravity conditions are also consid-
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ered in the present work while the additional role of the
Marangoni stress is investigated.

B. Mathematical modelling

With (X,Y), the 2-D cartesian coordinates (Fig. 1), U ,
the velocity field, T, the temperature, V, the electrical poten-
tial, P, the pressure and ∇d, the nabla operator, it is possible
to define respective non-dimensional counterparts such that:

(x, y) =

(
X

H
,
Y

H

)
; u =

H

α
U ; θ =

T − Tc
∆T

,

ϕ =
V

∆V
; p =

H2

ρα2
P ; ∇ = H∇d,

where H is the length scale of the square cavity, α is the
thermal diffusivity of the fluid, Tc is the constant tempera-
ture of the cold electrode, ∆T is the temperature difference
between the electrodes, ∆V is the electrical potential differ-
ence between the two electrodes and ρ is the specific mass
of the fluid.

The Marangoni effect is classically[3] applied along the
liquid surfaces of the fluid domain:

µ
∂U

∂Y

∣∣∣
Y=(0,H)

=
dσ

dT

∂T

∂X

∣∣∣
Y=(0,H)

, (1)

where µ is the dynamic viscosity and σ the surface ten-
sion. The latter depends here on the temperature and is well
approximated by a linear dependence[3]: σ = σref (1 −
βσ(T − Tref )). The averaged temperature, Tref = (Tc +
Th)/2, is chosen as the reference temperature and βσ is de-
fined as a thermal dilatation parameter for the surface ten-
sion with βσ = − 1

σref

∂σ
∂T and σref , the surface tension as

defined at Tref .
When an electric field is applied upon a dielectric fluid,

three forces appear: the Coulomb force (CF) acting on the
free charge density, q, the dielectrophoretic force (DEP) due
to a permittivity gradient, and the electrostriction force (EF)
[1]: fEHD = qE + 0.5E2∇ε + 0.5∇ (

ρ(∂ε/∂ρ)E2
)
,

where ε is the dielectric permittivity. In this work, only the
DEP term is kept, as the liquid is considered as a perfect
dielectric fluid free of space charges and the electrostrictive
force is included in the pressure gradient term as a correc-
tion term. The DEP force remains to be considered with
ε = ε0εr, where εr = εref (1 − λ(T − Tref )) is supposed
to linearly depend on the temperature (first order approxi-
mation). The parameter λ is the thermal dilatation for the
permittivity, defined as λ = − 1

εref
∂εr
∂T , where εref is the

permittivity valued at T = Tref .
Thus, the non-dimensional mathematical model to be

considered here writes as:




∇ · u = 0,

(u.∇)u = −∇p+ Pr∇2u+ L.PrE2∇θ,

∇2θ = u.∇θ,

∇2ϕ = ∇θ.∇ϕ
a−θ ,

∂u
∂y

∣∣
y=(0,1)

=Ma ∂θ
∂x

∣∣
y=(0,1)

,

[h]

where a = 0.5 + (λ∆T )−1 is a non dimensional param-
eter that results from the Gauss law, Ma, Pr and L are
respectively the Marangoni number, Ma = σβσ∆TH

αµ , the
Prantdl number, Pr = να−1, and the Roberts number,
L =

εrefε0λ∆T∆V 2

ρνα which can also be considered as a
Rayleigh number of electrical origin.

C. Numerical approach

The finite-element method is used in the domain dis-
played on Figure 1 with a mesh of 91 680 triangular ele-
ments. The tips of the electrodes and their contact points
with the upper and lower liquid surfaces are rounded with
a radius of 10−2 ∗H in order to avoid numerical artefacts.
This procedure presents the advantage of matching actual
manufacturing accuracy. A stationary solver is used, with
a direct coupling between the Navier-Stokes, heat and elec-
trostatic equations. The Marangoni effect described by the
last equation of system ?? serves as a boundary condition
for the Navier-Stokes equation.

III. RESULTS

Simulations are carried out for a range of the non-
dimensional numbers Ma, L and Pr. The interaction be-
tween DEP and Marangoni contributions are either con-
structive or destructive depending on the sign of the
Marangoni stress, the two cases are analysed separately in
the following.

A. Standard behavior : Ma < 0

For most fluids, the surface tension decreases for a
growing temperature, and so the Marangoni number Ma
takes on negative values [5]. That means that the bound-
ary conditions imposed on the shear ∂u

∂y is in a direction
opposed to that of the temperature gradient. Jawichian et
al. demonstrated that for a similar cavity without solid sur-
faces, the DEP force generates two counter-rotating convec-
tive cells responsible for an impacting jet between the two
electrode tips, the latter being oriented along the tempera-
ture gradient. Hence, it can be expected that the Marangoni-
induced flow adds up with the flow generated by the DEP
force, provided the fluid interfaces usually behaves accord-
ing to a negative Marangoni number (βσ > 0), which is the
case for usual surfactants.

Simulations regarding this situation are presented in
Fig. 3. Situation a) represents the case of the DEP force
controlling the flow: the vorticity is generated near the elec-
trodes walls as already reported by Jawichian et al. In situ-
ation b), the Marangoni number is increased up to 5× 103.
Most of the vorticity is consistently generated along the liq-
uid surfaces with the flow dominated by Marangoni effect.
The direction of the flow in the two convection cells is the
same for both situations. This is confirmed by the evolution
of Vmax/L measured between the electrodes (Fig. 2). For a
low Marangoni number, the ratio Vmax/L remains constant
for all values of L, which indicates that the flow results from
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Figure 2: Velocity scaled by the Roberts number L, as a function
of the Marangoni number Ma, for different values of L. The sur-
face tension dilatation coefficient is usually positive: βσ > 0.

(a) Ma = −10 (b) Ma = −5000

Figure 3: Vorticity map and streamlines inside the cavity for Pr =
10 and L = 1000.

a balance between the DEP and the viscous forces, with no
significant influence of the Marangoni effect. When Ma
increases, the Marangoni effect creates more momentum
along the liquid surfaces, which adds up to the momentum
generated by the DEP. This is made evident for a low value
of L while for a large enough L value, that is to say a strong
DEP contribution, the flow remains governed by DEP and
the Marangoni effect remains secondary.

B. Ma > 0

For some materials (in case of solubilised salts for in-
stance), the surface tension coefficient is found to increase
with the temperature, resulting in a positive Marangoni
number [4]. The momentum created along the liquid sur-
faces by the Marangoni effect in such conditions is oppo-
site to the one generated from the DEP-induced convective
cells. Hence, a competition between Marangoni and DEP
effects is expected, which gives rise to a variety of flow
regimes.

Figure 4 shows the norm of the maximum velocity,
again scaled by the Roberts number, as observed along the
mid axis between the tips of the two electrodes. For a small
Marangoni number, the ratio Vmax/L is still constant since
the regime is dominated by the balance between viscous
and DEP forces (Fig. 3a). As Ma increases, the compet-
itive effect of the Marangoni stress becomes non negligible
compared to the DEP contribution: the flow is slowed down
near the liquid surfaces, which makes the velocity fall along
the mid axis. At this stage, a hybrid regime arises: a vor-
tical flow is generated near each liquid surface, governed
by the Marangoni stress while two opposite vortices are ob-
served in the core of the cavity under the constant impact

Figure 4: Norm of the velocity scaled by the Roberts number L,
as a function of the Marangoni number Ma, for different values
of L. The surface dilatation coefficient is negative: βσ < 0.

(a) Ma = 10 (b) Ma = 750 (c) Ma = 1500

Figure 5: Vorticity map and streamlines inside the cavity for
Pr=10, L=1000 and three values of the Marangoni number.

of the DEP torque (Fig. 6b). A second asymptotic regime
is made evident if the Marangoni number increases beyond
a threshold, for which the flow becomes only driven by the
Marangoni effect, and the core flow is no more governed by
DEP effects. Only one pair of vortices remain, consistently
governed by the Marangoni stress alone (Fig. 6c).

C. The role of the Prandtl number

Previous findings correspond to a value of the Prandtl
number Pr = 10, for which the DEP and Marangoni effects
can alternatively prevail. Other Pr values are tested to assess
its impact.

(a) Pr = 0.5 (b) Pr = 10 (c) Pr = 100

Figure 6: Vorticity map and streamlines inside the cavity for three
Prandtl values, for Ma = 700 and L = 1000

Fig. 6 shows that, for the values of the Roberts and
Marangoni numbers, L = 100 and Ma = 700, the vor-
ticity focuses on the liquid surfaces for a small value of
Pr (Pr = 0.5), and its sign shows that it is caused by the
Marangoni effect. Two vortices can be observed in the cav-
ity. For Pr = 10, the system is in the state described on
figure 6b : both phenomena generate their corresponding
vortical flows. When Pr = 100, the vorticity is rather
generated near the electrodes, and its sign shows that it is
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Figure 7: Nusselt number as a function of the Marangoni number
Ma for Pr = 10.

caused by the DEP effect. Jawichian et al. have previously
shown that the Prandtl number illustrates the ability of the
viscous stress to diffuse the DEP-induced angular momen-
tum away from the electrodes. Considering now the vor-
ticity induced by the Marangoni effect, the viscous friction
plays a more classical role which consists in damping an-
gular momentum as Pr increases. As a consequence, the
Prandtl number can be considered as a decisive parame-
ter that monitors the respective impacts of the Marangoni-
driven and dielectrophoretic-driven flows.

The curves displayed on Fig. 4 can be obtained for a
range of Pr values, and display same asymptotic and hybrid
behaviors than previously made evident. For a given Prandtl
number, the critical Marangoni number,Mac, for which the
norm of the velocity is minimum depends on the magnitude
of the DEP force, thus on the Roberts number. When Pr
decreases, the Marangoni effect is found enhanced and the
role of the DEP force vanishes, so Mac decreases. When
Pr increases, the opposite result is consistently observed.

D. Impact on heat transfers

In order to evaluate the impact of these regimes on heat
transfers between the electrodes, a Nusselt number [2] cor-
responding to several relevant regimes is calculated.

Figure 7 shows the evolution of the Nusselt number, for
a given Roberts number, as a function of the Marangoni
number. Dotted lines exhibit the evolution of Nu in the
standard case (Ma < 0). As expected, the curves follow
the same evolution as the one on Fig. 3: it is constant if the
flow is governed by the DEP at a low Marangoni number,
then it increases with the Marangoni number, as the angular
momentum generated on the liquid surfaces is of same order
as the one generated by the DEP.

Solid lines show the evolution of Nu in the case where
the Marangoni number is positive. Once again, the different
regimes described earlier can be observed: an asymptotic
regime independent of the Marangoni effect for low values
of Ma is found, then a Nusselt number decreasing with the
velocity as expected , the convection is slowed down, and fi-
nally, Nu number grows up again as the flow switches from
a DEP-driven to a Marangoni-driven regime.

IV. CONCLUSION

This paper investigated the interaction between
Marangoni-induced flows and dielectrophoretic flows
(DEP) in a cavity filled with a purely dielectric liquid and
delimited by two differentially heated triangular electrodes
and two liquid surfaces. A non-dimensional analysis
reveals the existence of distinct flow regimes governed
either by the DEP effect or the Marangoni effect. This
competition is essentially found to be monitored by the
value of the Prandtl number (Pr).

For low Ma values, the flow remains DEP-dominated,
and the velocity is scaled by L. As Ma increases, the an-
gular momentum generated by the Marangoni stress pre-
vails. For most liquids, the Marangoni stress tends to op-
pose the DEP-driven vortices, leading to hybrid or compet-
ing flow patterns. The Prandtl number is shown to dampen
Marangoni-driven convection while it is found to enhance
the DEP-induced momentum under diffusion, thereby mod-
ulating the balance between the two forces. The resulting
flow patterns directly affect heat transfer efficiency, as quan-
tified by the Nusselt number.

The scaling analysis of this paper can be extended in
the near future with the aim to predict critical thresholds of
the Ma, L, and Pr values that govern the changes between
the different regimes, the ultimate purpose being to provide
a better prediction of heat transfers inside the cavity under
consideration. Extending the present analysis to a 2D ax-
isymmetric geometry is also expected to be relevant to the
floating zone process in crystal growth applications.
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I.  INTRODUCTION 

 

Electrohydrodynamic (EHD) forces can be applied on 

two-phase heat exchangers to enhance or reduce heat 

transfer. It does this by causing flow redistribution that can 

increase the amount of wall wetting and act to stir the 

mixture [1].  

One of the flow redistribution mechanisms is called 

liquid extraction. Liquid extraction is when there is an 

EHD force on the interface between the fluids caused by 

an electrical permittivity difference [2], [3]. The force 

pulls the phase of higher permittivity into the higher 

electrical field, typically the liquid [4]. This force must 

overcome the forces of gravity and surface tension to 

extract the liquid. 

Liquid extraction has been studied by multiple 

researchers to numerically model liquid extraction timing 

to give insights into control systems for EHD enhanced 

two-phase heat exchangers [5], [6]. Sadek et al. found that 

full liquid extraction could be achieved at low AC 

frequencies but could not respond to faster frequencies [7]. 

Sadek et al. performed a physical and numerical study to 

determine the extraction timing from a stratified R134a in 

a 1.5mm gap under 3kV applied voltage. The time was 

estimated to be 6.5  0.5ms using a high-speed camera 

analysis [5].  
Several attempts have been made to make numerical 

models of liquid extraction. Cotton et al. calculated 

maximum interfacial force from the dielectrophoretic 

component of the EHD force [8]. Comparing with the 

force of gravity would predict if a liquid would extract at 

a given voltage. Sadek et al. performed a quasi-steady state 

analysis based on his liquid extraction experiment [5]. The 

model matched experimental testing but excluded surface 

tension which would slow the extraction timing.  

Nangle-Smith et al. performed a fully coupled 

analysis using COMSOL Multiphysics with two separate 

geometries [6]. A square shaped tube was used due to 

limitations of the software. They tested different two-

phase modelling techniques including the Moving Mesh 

Model (MMM) and a Phase Field Model (PFM). The 

MMM was unable to converge to a solution in the actual 

geometry but predicted higher extraction forces. Using the 

square geometry, Nangle-Smith et al. found the MMM 

extraction time was approximately 17ms with the PFM 

extraction time being slower at approximately 22ms [6]. 

They used this ratio to then correct the circular geometry 

case that used the PFM and estimated an 11ms extraction 

time. The conclusion was that there was still physics 

missing from the model to increase the extraction time.  

 

II. METHODOLOGY 

 

A 2D two-phase, liquid-vapour model with fully 

coupled mass, momentum, and electrostatics is 

implemented to model liquid extraction in the commercial 

software, COMSOL. The mass and momentum equations, 

(1) & (2a), are solved in the fluid and vapour domain 
separately assuming the fluids are laminar, 

incompressible, and Newtonian. In the body force term of 

the momentum equation, the gravitational, surface 

tension, and EHD forces are modelled as shown in (2b). 

 

 
∂𝜌

𝜕𝑡
+ 𝜌∇ ∙ (𝒖) = 0 (1) 

 

 𝜌
∂𝐮

𝜕𝑡
+ 𝜌(𝒖 ∙ ∆)𝒖 = −∇𝑝 + 𝜇∇2𝒖 + 𝐹𝑒𝑥𝑡 (2a) 
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Abstract- Modelling two-phase liquid-vapour flows with electric fields offers insights into how 

electrohydrodynamic (EHD) forces influence flow redistributions. Robust numerical models are critical for 

designing novel electrode designs and increasing knowledge of EHD flow structures. When modelling two-phase 

fluids, interface tracking methods like the Moving Mesh Model (MMM) have an infinitesimal interface which 

maintains surface tension and EHD forces because they are dependent on the gradient of the interface. 

One common geometry used in EHD experiments is a coaxial heat exchanger. The two-phase fluid is in an 

annulus between a central electrode and a grounded pipe. When the fluid’s void fraction is high and the fluid flow 

is a stratified regime, an applied electric field will pull the liquid up to the electrode. This phenomenon is called 

liquid extraction. Previous studies have experimentally and numerically modelled liquid extraction but were 

unable to equate the extraction time while implementing EHD, surface tension, and gravity forces. 

In this study, liquid extraction was modelled in COMSOL using the MMM. The geometry and initial liquid 

level was set to model the experiment done by Sadek et al. in 2008. EHD interfacial pressures were applied with 

gravity and surface tension forces. The liquid extraction timing was found and was compared to experimental 

timing measured by Sadek et al. With the exact geometry and all physics modelled, the experimental results were 

reevaluated with new information gained from the numerical model and it was seen that the timing for liquid 

extraction was consistent with the experiment 
 

Keywords- Two-Phase, Liquid-Vapour, Numerical Modelling, Flow Redistribution, Liquid Extraction 

 

 
 
 

 

 

 

 

 

CONTENTS 33: Numerical Modelling Of EHD. . .

103



 

 

 

 𝐹𝑒𝑥𝑡 = 𝐹𝑔 + 𝐹𝑠𝑡 + 𝐹𝑒ℎ𝑑  (2b) 

 

The geometry, Fig. 1, includes a 3.18mm center 

electrode maintained at a voltage of 3kV with a ground 

condition on the 10.2mm outside tube. The initial gap 

between the center electrode and the liquid interface was 

1.5mm which is consistent with the numerical and 

physical experiments done by Nangle-Smith and Sadek 

[5], [6]. Liquid and Vapour R134a fill the annulus between 

the electrode and outer tube. The surface tension of the 

R134a is set to 0.008N/m with a contact angle of 35 

degrees [6], [9], [10].  

The fluids are assumed to be linear, isotropic, 

homogenous, and holds no free charges. This results in an 

electric field in the domain that follows the Laplace 

equation, (3). The relative electrical permittivity of each 

of the phases are set to 1 and 9.5, for the vapour and liquid 

respectively [11]. 

 

 ∇ ∙ (𝜀�⃗� ) = 0 (3) 

 

The force due to EHD is calculated using a stress 

tensor and is modelled as a surface pressure applied 

directly to the interface. The fluid is assumed to have no 

free charges and thus the Coulomb force component of the 

EHD is neglected which gives equation (4). The 

electrostriction component can be further simplified using 

the Clausius-Mossotti Law, (5), to make the EHD stress 

tensor dependent only on the electric field, 𝐸, and the 

relative permittivity, 𝜀𝑟  [12]. 

 

 𝑇𝑒ℎ𝑑 = (𝜀0𝜀𝑟�̅�)𝐸𝑇 −
1

2
𝜀0𝐸

2 (𝜀𝑟 − 𝜌(
𝜕𝜀𝑟

𝜕𝜌
)𝑇) 𝐼 (4) 

 

 𝜌
𝜕𝜀

𝜕𝜌
=

𝜀0(𝜀𝑟−1)(𝜀𝑟+2)

3
 (5) 

 

To model the separate phases, the MMM is employed. 

The MMM is an interface tracking method that models 

each phase domain separately with each boundary sharing 

an interfacial node that can move. The velocity of the 

interfacial nodes is given by equation (6), where it moves 

in the direction normal to the interface equal to the 

velocity of the fluid in either domain that is adjacent to the 

interface [13]. This equation allows for phase transfer but 

is set to 0 as the model is adiabatic with no phase change.  

 

 𝒖𝑚𝑒𝑠ℎ = (𝒖1 ∙ 𝒏𝑖 −
𝑀𝑓

𝜌1
)𝒏𝑖 (6) 

 

After the interfacial nodes translate, the rest of the 

mesh deforms by stretching or compressing to the new 

geometry. The software tracks the updated mesh quality 

metrics like skewness and aspect ratio and remeshing 

occurs when the skewness is below a value of 0.5 which 

was defined by the user. 

Before the simulation was run, the fluid was allowed 

to reach a steady state without EHD to allow for the 

capillary rise of the liquid on the wall of the outer tube. 

The models used a fully coupled approach which solved 

all the equation simultaneously. The models were 

terminated upon full liquid extraction as the MMM is 

incapable of topology changes arising from interfacial 

nodes overlapping with the nodes on the outer tube. A time 

step and mesh independence analysis was completed. 

 

III. RESULTS 

 

The electric field at the initial state of the model is 

shown in Fig. 2. Due to the liquid having a high relative 

permittivity, the liquid phase does not have high electric 

field strength within it and acts like a ground. The 

permittivity of the vapour is an order of magnitude lower, 

so it has a change in electric field within the domain. The 

discontinuity observed between the phases, shows EHD 

forces are present on the interface.  

The polarization components of the EHD force are 

dependent on a gradient of permittivity in the presence of 

an electric field so they will only be present on the 

interface where the permittivity is changing. The total 

vertical component of the EHD pressure on the surface 

was plotted along the interface line and is shown in Fig. 3. 

The highest force is at the center of the geometry where 

the electrode is closest to the liquid surface. 

The total EHD force is also broken down into the 

dielectrophoretic and electrostrictive components. Both 

EHD components are significant in this model where the 

Fig. 1.  Initial geometry of the numerical model. The 2D annulus 

geometry is consistent with previous studies. 

 

 

Fig. 2.  Electric field strength in V/m for the initial geometry. 
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DEP component makes up 71% of the total force and the 

electrostrictive component makes up 29%. Importantly, 

both components of the EHD force are additive as they are 

in the same direction. 

Fig. 4 shows the liquid extraction timing. The 

extraction ratio is the ratio of the height the center of the 

liquid column reached from the initial state to the height 

of the electrode. The liquid is said to be fully extracted 

when the liquid extraction ratio reaches 1. It took this 

model 17.5ms to reach full extraction. The extraction ratio 

is seen to increase in an exponential manner as the EHD 

force increases as the liquid rises due to a smaller distance 

to the electrode. The increase of the EHD force is due to a 

higher electric field when the liquid, which is almost 

grounded, gets closer to the higher voltage electrode.  

The shapes of the liquid columns at different times of 

the model are shown in Fig. 5. As the liquid column rises, 

the tip of the liquid column’s radius decreases. This makes 

a sharper “grounded side” which further increases the 

electric field. In the evolution of the liquid domain shape, 

it is also observed that the majority of the liquid extraction 

happens after 10ms. Before 10ms, only a change in the 

surface shape is observed and the highest point on the 

liquid interface is the edge where there is a capillary rise 

due to surface tension.  

 

IV. DISCUSSION 

 

Comparing the results from this study to previous 

work from Nangle-Smith et al., many similarities are 

found between the MMM of both studies. The initial force 

on the interface is seen to be larger in this work, where the 

maximum force located at the centerline is 12.8 Pa 

whereas 9.2 Pa is stated in the previous study [6]. The 

result is closer related to the DEP component of the EHD 

force which was found to be 9 Pa in this study.  

The extraction timing and the surface shape was 

similar between the MMM in the square geometry of 

Nangle-Smith et al. and this study. The time for the liquid 

to reach the electrode was shown to be 17.5ms compared 

to 17.4ms [6]. This shows that the outer geometry of the 

tube had a 0.5% error on the extraction time. When the 

PFM was used in the circular geometry and corrected, it is 

seen that it increases the error between these models. This 

is due to the VOF methods having difficulty converging in 

EHD cases as the force on the interface destabilizes the 

interface maintenance methods and make the interface a 

large gradient instead of the sharp interface in the MMM. 

The reduction of the interface gradient reduces the EHD 

force as well as the surface tension. Even gravity can be 

impacted as the control volumes have reduced density due 

to having a smaller volume fraction then a purely liquid 

domain. This compounded with the uncertainty of where 

the interface is precisely located, usually said to be at the 

line of volume fraction of 50%, means that the PFM can 

produce different results depending on many of the input 

parameters for boundary treatment. 

Relating this study to the original experiment done by 

Sadek et al., the extraction time is seen to be much 

different than the experimental study. Sadek et al. found 

the extraction time was 6.5ms from high-speed 

photography [5]. The experiment used mean grey value 

and the derivative of mean grey value of a line located just 

above the initial liquid position viewed from the side of a 

transparent tube. When both values exceeded the standard 

deviation of the steady value, the experiment is said to 

begin. The extraction is said to be completed on the frame 

where the liquid is seen to touch the electrode. 

From this study, it is seen that the rise of liquid on the 

edge of the tube would make it difficult to observe the start 

of the test. When the test starts the highest point on the 

interface is at the wall and at 11.3ms the middle column 

passes the original height of the fluid on the wall. This 

moment is when the greyness value would signal the start 

of the test. The fluid reaches the electrode at 17.5ms, 

which is 6.2ms between the two events. 

With the extraction time of 6.5  0.5ms, this 

numerical model is within the error of the experiment.  

 

V. CONCLUSION 

 

A coupled two-phase liquid extraction in a coaxial 

heat exchanger using a MMM in COMSOL was modelled. 
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Fig. 3.  The y-component of the EHD pressure on the interface. 

The total EHD pressure, Tsy, is made up of its individual, 

dielectrophoretic (DEP) and electrostriction components. 

 

Fig. 4.  The extraction timing of the MMM represented as a ratio 

between initial liquid level and electrode height. The timing for 

liquid extraction is at extraction ratio of 1, occurring at 17.5ms. 
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R134a was extracted from a 1.5mm gap using EHD force 

created by an electrode set to 3kV.    

The initial forces were higher than previous works 

done by Nangle-Smith et al. It was found that liquid 

extraction timing was 17.5ms which is most consistent 

with the rectangular geometry MMM performed by 

Nangle-Smith et al. When comparing the results to Sadek 

et al., the capillary rise on the edge of the tube makes high 

speed photography unable to predict the beginning of the 

test. Considering this and using a start time when the liquid 

level passes the initial height, the extraction timing was 

within experimental error of the study. 

Although there are additional complexities that can be 

added to this model like 3D effects, the 2D liquid 

extraction using MMM is the most consistent numerical 

model for liquid extraction experiments. It is seen to be 

more reliable than VOF methods as it can maintain a sharp 

interface and therefore maintain boundary forces 

including surface tension and EHD force.  
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I.  INTRODUCTION 
 

Biosensors play a crucial role in detecting bacterial 

contaminants in health and environmental applications. 

Among them, surface-based biosensors offer high 

specificity by relying on biomolecular interactions for 

target recognition[1]. However, their efficiency is often 

hindered by mass transfer limitations, particularly at low 

analyte concentrations, leading to extended detection 

times that are incompatible with real-time monitoring [2]. 

The combination of Alternative Current Electro-Osmosis 

(ACEO) and positive Dielectrophoresis (pDEP) effects 

has proven efficient in capturing cells and microparticles, 

or molecules in electrochemical [3, 4], surface plasmon 

resonance (SPR)[5–7] or impedance-based sensing 

approaches [8]. However, ACEO and pDEP effects are 

most effective in very low-conductivity media [9], 

whereas antigen-antibody interactions typically occur 

under physiological conditions with higher conductivity. 

This trade-off poses a major challenge in designing hybrid 

biosensors that integrate active transport and specific 

biomolecular recognition. To answer this question, a 

combined experimental and numerical approach was taken 

to understand the conditions under which these Electro 

Hydro Dynamism (EHD) phenomena dominate in order to 

optimize target transport while ensuring efficient 

antibody-antigen binding. This study introduces a real-

time visualization method for EHD effects, allowing direct 

assessment of optimal operating parameters through 

vortex analysis and particle tracking. A numerical model 

developed in COMSOL® complements these 

experiments, providing insights into electrode geometry 

influence on particle trapping efficiency. Finally, ELISA 

assays are conducted to evaluate antigen-antibody 

interactions under different conductivity conditions, 

paving the way for an optimized hybrid biosensor capable 

of rapid and specific bacterial detection. 

 

II. METHODOLOGY 

 

1) Device fabrication for imaging vortices: The ACEO 

electrodes, arranged in a top-bottom configuration and 

separated by 160 µm, comprise a plain gold electrode and 

a comb-shaped microstructured electrode (100 µm fingers, 

200 µm gaps). They were fabricated via photolithography 

and wet etching on a glass slide (40 × 25 × 1.1 mm) coated 

with 50 nm Cr and 150 nm Au (Neyco). AZ 5214 E 

photoresist (Microchemicals) was patterned using spin-

coating, UV exposure, and development, followed by 

etching and resist removal. 
The microfluidic chamber was assembled using two 80µm 

layers of double-sided adhesive (ISpacer®, SUNJin Lab) 

and sealed with a microscope glass slide at the bottom and 

UV glue (LOCTITE AA 3491). Fluorescent microbeads 

(1 µm, Fluoresbrite®, Polysciences) were suspended in a 

conductivity-adjusted KCl (Sigma Aldrich) buffer and 
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injected using a microfluidic flow controller (OB1, 

ELVEFLOW). Observations were conducted with a Carl 

Zeiss Axiovert inverted epifluorescent microscope 

equipped with a Cy3 filter and a 10× EC Plan Neofluar 

objective lens. High-speed imaging was captured with a 

Photron Fastcam series camera and analyzed using 

Photron Fastcam Viewer (PFV3). 

An AC voltage (4–8 Vpp, 1 kHz) was applied via a signal 

generator (Agilent 33250A) and a low-impedance 

amplifier (HSA4011, NF). Conductivity (0.5–30 mS/m) 

were controlled by preparing KCl solutions, measured 

with a Mettler Toledo conductimeter. Microbeads were 

resuspended at 4.55 × 10⁷ particles/mL to ensure reliable 

velocity tracking. 

2) Comsol Simulations: Numerical simulations were 

performed using Comsol Multiphysics® to model DEP 

and ACEO effects on particle behavior in a microfluidic 

chamber. The model assumes ideally polarizable 

electrodes and neglects faradaic reactions. A 2D model 

was used, solving Laplace’s equation, ∇2𝜙 = 0 to 

determine the potential distribution, from which the slip 

electro-osmotic velocity was derived: 

  〈u〉 = −
εm

4η
Λ

∂

∂x
|𝜙 − Vj|

2
   (1) 

where εm and η are the medium permittivity and 

viscosity, 𝜙 is the potential at any given location, Vj is the 

potential applied to the electrode and Λ is the ratio between 

the double layer capacitance and that of the diffuse layer 

only, expressed as Λ =
𝐶𝑠

𝐶𝑑+𝐶𝑠
.This velocity was imposed 

as a boundary condition in the Navier-Stokes equations to 

estimate fluid motion. 

Particle behavior was analyzed using the "Particle Tracing 

for Fluid Flow" module, incorporating drag and 

dielectrophoretic forces. This method, which first solves 

the Laplace equation on the electrodes and then deduces 

the slip velocity [10],  allows adaptability to various 

geometries. 

 3) ELISA tests: 

A 96-well polystyrene plate (Thermo Fisher) was coated 

for 1 hour at 30°C with phytopathogen bacteria Dickeya 

grown overnight at 30°C in low-salt LB broth (Duchefa 

Biochemie). After incubation, wells were blocked for 2 

hours at room temperature with 200 µL of blocking 

solution: PBS 1X (Sigma Aldrich) containing 0.05% (v/v) 

Tween-20 (Sigma Aldrich) and 5% BSA (w/v) (Promega 

France). Wells were then washed three times with 200 µL 

of washing buffer: a conductivity-adjusted KCl (Sigma 

Aldrich) solution in DI water containing 0.05% (v/v) 

Tween-20.  

A 50 µL solution of rabbit anti-Dickeya antibody 

(Covalab), diluted in the selected conductivity buffer, was 

added and incubated for a variable duration depending on 

the experiment. After washing, goat anti-rabbit HRP 

(horseradish peroxidase)-conjugated antibody (Sigma-

Aldrich) was added and incubated for 1 hour at 30°C, 

followed by another washing step. Detection was 

performed by adding 100 µL of TMB/H₂O₂ substrate 

solution (ready-to-use, 3,3′,5,5′-Tétraméthylbenzidine for 

ELISA) and incubating for 20 minutes. The reaction was 

stopped with 100 µL of stop solution: 0,16M of H₂SO₄ 

(Merck). Absorbance at 450 nm was measured within 30 

minutes using a Multiscan plate reader. A limit of 

detection (LOD) is calculated for each set of measurement 

as the blank signal plus three times the standard deviation. 

 

 

III. RESULTS 
 

A. Vortices’ observation 

Vortex formation was experimentally investigated using 

the setup illustrated in Fig. 1.A, enabling real-time 

imaging of particle motion under an applied electric field. 

Fluorescent microparticles served as tracers to visualize 

fluid flow patterns. 

Fig. 1.B presents image stacks at a fixed voltage (6Vpp) 

and frequency (1 kHz), showing the influence of medium 

conductivity on vortex shape. Well-defined vortices were 

observed within a conductivity range of 1–5 mS/m. 

Outside this range, vortex formation was either suppressed 

or poorly defined, consistent with electrokinetic theory: at 

high conductivities, reduced zeta potential weakens 

electroosmotic velocity, while at extremely low 

conductivities, limited ion availability restricts fluid 

motion [11–13]. 

Additionally, this setup, presented in Fig. 2-A, allows the 

observation of depletion zones, where vortices transport 

particles away from the electrode. This tool allows for 

studying how different parameters—such as conductivity, 

voltage, frequency, electrode size, and chamber height—

influence the capture volume. Within seconds, particles 

 

Fig. 1. A. Zoom on the microfluidic chamber when the voltage is 

applied and a 3D rendering of the final device (front view). B. 

Vortices images at fixed voltage (6 Vpp) and fixed frequency (1 

kHz). 

A

B
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present in the solution are captured on the electrode 

surface, a key factor for optimizing particle capture in 

biosensing applications.  

 

B.  Numerical study 

Both experimental and numerical observations of vortices 

were conducted using the device described in the 

Methodology section, illustrated in Fig. 1-A, alongside the 

COMSOL® simulations outlined in the Methodology 

section. Experimental velocity data was extracted using 

tracking commands in ImageJ within the area of interest 

[14], then processed in MATLAB to generate a velocity 

map, as shown in Fig. 2-A. A corresponding numerical 

velocity map, obtained from COMSOL® simulation, is 

represented in Fig. 2-B. Since numerical simulation 

typically overestimate fluid velocities compared to 

experimental results, due to nonlinear dynamics under 

high applied voltages, a correction factor - Λexp - was 

implemented. This parameter, introduced by Green et al. 

[10, 15] and discussed by Bazant et al. [16, 17], was 

applied to the Helmholtz-Smoluchowski slip velocity, Eq. 

(1), in the numerical simulation as a fitting parameter. It 

was determined by comparing the velocity of 

microparticles and the formation of depletion zones 

between experimental and numerical results, ranged from 

0.016 to 0.025. A value of 0.02 was ultimately used in 

COMSOL® simulation to generate the velocity map in 

Fig. 2-B. The relatively low value of the correction factor 

is attributed to the high voltages applied across the double 

layer in a dilute solution (several volts ~100kBT/e) which 

exceeds the assumptions of classical electrokinetic theory 

[17]. This modeling approach enables the simulation of 

particle behavior within the microfluidic chamber under 

varying conditions, including changes in chamber 

geometry—providing a powerful tool for design 

optimization and predictive analysis. 

 

C. Ionic influence on Antigen/Antibody recognition 

according to ELISA test 

The influence of ionic strength on antigen–antibody 

binding efficiency was assessed using an ELISA assay, 

described Fig. 3-A, performed at different conductivities, 

adjusted by varying KCl concentrations: 1; 200; 1400 

mS/m, and a PBS control (around 1400 mS/m). Incubation 

times of 14, 34, and 60 minutes were tested to evaluate 

time-dependent binding kinetics. 

In Fig. 3-B, the absorbance, obtained at 450 nm is plotted 

by subtracting both the blank and the non-specific 

adsorption of the HRP substrate. The blank corresponds to 

the baseline signal from wells without any antibodies, 

while the non-specific signal accounts for secondary 

antibody (Ab_II) binding in the absence of primary 

antibody (Ab_I). For each condition, three independent 

replicates were performed, and results are presented as 

mean values with standard deviation error bars. 

Additionally, three distinct LODs—corresponding to each 

incubation time—are represented as dashed horizontal 

lines.  

The data reveal that antigen–antibody binding is stronger 

at an intermediate conductivity (200 mS/m), while both 

extremely low (1 mS/m) and high ionic strengths (PBS, 

1400 mS/m) result in reduced ELISA responses. 

Furthermore, longer incubation times (30 and 60 minutes) 

consistently yield stronger signals across all conditions, 

emphasizing the combined influence of ionic environment 

and incubation duration on the assay’s sensitivity and 

specificity. 

Several studies have demonstrated that high conductivities 

lead to electrostatic screening, reducing the effective range 

of attraction and potentially destabilizing antigen-

antibody complexes [18–20]. In contrast, extremely low 

conductivity environment (1mS/m) shows a decrease in 

absorbance suggesting a reduced antigen-antibody 

recognition. This conductivity may disrupt specific 

interactions due to lack of stabilization of protein 

conformation or non-specific aggregation that could 

explain this observation, although this effect has not been 

fully characterized. 

 

IV. DISCUSSION 

 

Beyond this study, the broader objective is to integrate 

these findings into a hybrid biosensor that combined EHD 

which requires low-conductivity media, to enhance 

convective transport and reduce incubation times with 

 
Fig. 3. A. Schema of ELISA test steps B. Absorbance at 450nm 

(corrected for blank and non-specific) at varying KCl conductivities 

and incubation times. Error bars represent standard deviation over 

three replicates. LODs are shown as dashed lines. 

 

 

Fig. 2. A. Experimental particle trajectories obtained with image 

analysis are processed with Matlab. B. Calculated particle 

trajectories plotted in COMSOL® corrected with a correction 

factor 𝛬𝑒𝑥𝑝 = 0,02. The yellow bars represent the gold 

electrodes. These two particle trajectories were obtained using 

these parameters: V = 6 Vpp, f = 1 kHz, 𝜎𝑚 = 1 𝑚𝑆/𝑚. 

Previously demonstrated in our recent study [21]. 
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surface-based biosensor. The later rely on specific 

recognition of the target with probes (antigen–antibody 

binding) and requires higher conductivity medium. 

Complementary studies using Surface Plasmon 

Resonance (SPR) are currently underway to further study 

the antigen-antibody specific recognition by following in 

real time the kinetics and affinities under varying ionic 

strengths. 

 

V. CONCLUSION 

 

This study combined experimental, numerical, and 

biochemical approaches to explore the conditions 

influencing both ACEO vortex generation and antigen–

antibody interactions. While low conductivity favored 

fluid motion through electrohydrodynamic effects, 

specific molecular recognition was more effective at 

higher ionic strength. These findings help clarify the 

constraints involved in designing microfluidic biosensors 

where both mixing and specificity are important. 
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I.  INTRODUCTION 
 

Drying is an important unit operation, accounting for 

significant energy expenses in agri-food, pharmaceutical, 

chemical, and other allied industries. Over the last century, 

several types of drying technologies have been developed 

and commercialized, a detailed account of which is 

provided elsewhere [1]. With the increasing awareness 

about process sustainability among industries, efficient 

non-thermal drying technologies are attracting the 

attention of engineers and scientists. Electrohydrodynamic 

(EHD) drying is one of them, with a good potential for 

upscaling [2]. EHD drying involves the interaction of 

strong electric fields with fluid (air) flow, resulting in 

additional convection [3, 4]. Specifically, the ions formed 

in the discharge space are accelerated by the electric field 

and exchange momentum with neutral fluid molecules, 

initiating a drag force, known as “ionic wind.” [5] 

EHD flow is achieved via high-voltage discharge 

between electrodes with substantially different radii of 

curvature, for example, sharp pin-plate or thin wire-plate 

geometries [6]. Several authors have reviewed the 

fundamentals of EHD drying [7-9]. Coupling EHD flow 

with convective mass transfer is a promising approach for 

enhancing drying at ambient temperature [10, 11]. 

Among the studies reported in the literature, EHD 

drying has been carried out by using either direct current 

(DC) or alternating current (AC). A summary of the EHD 

drying studies alongside the use of AC or DC can be found 

in an earlier review [6, 9]. The majority of EHD drying 

research has been done using DC, likely because of the 

commercial availability of DC high-voltage power 

sources. Comparison of AC vs. DC drying was done only 

by a few researchers, namely Hashinaga, Kharel [12] and 

Zheng, Liu [13] for evaporation of free water, and Yang 

and Ding [14] for drying of Chinese wolfberry. All three 

research groups concluded that AC drying is 1.4 to 1.8 

times faster than DC. However, these studies did not 

report energy consumption and efficiency. Yang and Ding 

[14] reported that AC is less energy-efficient than DC in 

the same drying conditions. However, significant 

differences in methodology and geometry of discharge 

electrodes limit fair comparison of experimental results. 

The reviews of the energy aspects of DC and AC for 

EHD drying showed their specific advantages [15, 16]. 

For example, AC power is the preferred option for 

industrial settings, where AC sinusoidal power is readily 

available. On the other hand, DC power is the preferred 

option for rural communities, assuming the availability of 

solar or wind energy [17]. However, DC power is not so 

efficient in diffusion-limited drying. To the best of our 

knowledge, no study has been conducted on the 

combination of AC and DC powers for EHD drying. The 

identified gap in existing knowledge is the limiting factor 

in scaling EHD drying technology. 

The paper is organized as follows: first, the effects of 

DC and AC power on the total and specific energy 

consumption have been studied under the same conditions 

and electrode geometry, which allowed a fair comparison 

of the experimental results. The limitations of DC for a 

diffusion-limited period of drying have been discussed. 

Finally, a new concept of EHD drying, using hybrid 

AC/DC power, is proposed. 

 

II. METHODOLOGY 

 

The experimental drying system with the multi-pin 

discharge electrode and plate collector is described in [16]. 

The set-up was open to the ambient atmospheric air at 

21oC and 45% RH and included a balance ADAM HCB 

1002 (Adam Equipment Co, UK) for mass measurements. 

The weighing balance was connected through a USB 

interface to data acquisition software (LabView 2018, 

National Instruments, USA). The distance between the 

electrodes was fine-tuned through a motorized rack and 

pinion assembly connected to a frame holding the multi-

pin electrode. Control experiments were performed under 

the same settings and environmental conditions without an 

electric field. 

The system was powered using either an iron-cored 

AC transformer (60 Hz; Scott Fetzer Company, TN, USA) 

or a DC (Model BAL32-10V, Voltronics, USA) power 

Efficiency of static and alternating electric fields for EHD drying 
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source. For DC experiments, the applied voltage and the 

discharge current were measured from the indicators on 

the front panel. For AC experiments, the applied voltage 

was measured using a 1000:1 voltage divider connected to 

the secondary terminals of the transformer and an 

oscilloscope TBS 1032 (Tektronix, USA). The AC 

discharge power was estimated via modified Manley’s 

method [18]. The voltage across a high-voltage capacitor 

(5.82 nF) was measured with a 100:1 voltage divider 

connected to the second channel of the Tektronix 

oscilloscope. This voltage, representing the total charge in 

the EHD system, was plotted against the applied voltage. 

The area of the plot, called Lissajous figure (Aliss), 

provided an estimate of the energy dissipated per cycle in 

Joules. The discharge power was calculated as P = Aliss.f, 

where f = 60 Hz. It should be noted that the capacitor 

method gives the best estimate of AC discharge power. 

DC discharge power was calculated as the product of 

voltage and discharge current. Since the net discharge 

energy used for water evaporation is independent of the 

different power sources, it provided a fair comparison for 

the energy efficiency of AC vs DC in EHD drying [2]. 

The total energy consumption (TEC) was determined 

by the total power used by electrical equipment in EHD 

drying. It was quantified in J/g as the amount of total 

electric energy needed to evaporate the unit mass of water. 

This index was determined from measurable variables, 

namely the total primary power PT (W), time of drying t 

(s), and amount of water evaporated Δm: 

𝑇𝐸𝐶 =
𝑃𝑇∙𝑡

Δ𝑚
    (1) 

The specific energy consumption (SEC) in J/g was 

quantified as the amount of discharge energy per unit mass 

of evaporated water [16]. The discharge energy Ed (J) 

injected into the discharge volume over the drying cycle 

was calculated as the product of the discharge power Pd 

(W) and time of drying t (s) or from the Lissajous plots 

(AC): 

𝑆𝐸𝐶 =
𝐸𝑑

Δ𝑚
=

𝑃𝑑𝑡

Δ𝑚
   (2) 

The efficiency of AC vs DC was evaluated by using 

two different types of discharge electrodes: (1cm ×1cm) 

with 146 emitters and (2cm × 2cm) with 32 emitters. Both 

total and specific energy consumption are key indicators 

of the efficiency in EHD drying. 

III. RESULTS 

 

The results of measurements of total and specific 

energy consumption for DC and AC electric power are 

presented in Figure 1. The total energy consumption 

(TEC) per gram of evaporated water initially increased 

with voltage, reflecting increased applied power (Fig. 1A). 

Below the inception voltage, it was almost similar for 

AC/DC and independent of the discharge electrode. At the 

inception point, TEC sharply decreased to the minimal 

value of 3000 J/g (AC) or even 2000 J/g (DC 2×2) due to 

increased water evaporation. Larger voltages increased 

TEC due to the faster increase of power, which increased 

proportionally to the cube of voltage, compared to the 

drying flux that increased linearly with voltage. It should 

be noted that these observations are valid for DC, directly 

rectified from the AC transformer, with minimum energy 

losses in the DC converter. The low-efficiency DC 

converter increases the TEC, which could lead to the 

conclusion about the better energy efficiency of AC [14]. 

The specific energy consumption (SEC) per gram of 

water removed with AC and DC power is shown in Figure 

1B. In both AC and DC drying, the SEC increased 

proportionally to the squared voltage. A significant SEC 

in the AC below the inception could be attributed to 

energy dissipation due to the displacement current. This 

effect was not observed in the DC, with the SEC values 

 
 

Fig. 1.  Total (A) and specific (B) energy consumption of DC- and AC-initiated EHD drying [16]. 
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negligibly small below the inception point. The effect of 

the discharge electrode on the SEC was negligible in the 

AC mode, with a maximum of 1300 J/g at the breakdown. 

However, in DC mode, the SEC of the 1×1 electrode was 

slightly smaller than 2×2. For example, at 15 kV the SEC 

of the 1×1 electrode was around 500 J/g, while the SEC of 

the 2×2 electrode was about 640 J/g. Maximum SEC in a 

DC mode did not exceed 1000 J/g. In all cases, the SEC in 

DC drying was significantly (2.5-3 times) lower than the 

SEC in AC drying. It is important to note that the 

advantage of AC power is the early initiation of corona 

discharge, which could be used to start drying at lower 

voltages. However, in the later stages of drying, DC power 

seems to be more energy efficient than AC.  

The theory of drying considers two mechanisms of 

water removal: (1) evaporation of water from the surface 

(convection); 2) water transport from inside to the material 

surface (diffusion). The convection occurs when surface 

water is readily available. This drying period is 

characterized by a constant drying rate, which is 

independent of moisture content. In contrast, the diffusion 

mechanism dominates when surface water is exhausted 

[1]. In this period, the drying rate decreases proportionally 

to the moisture content, following Fick’s law. Since the 

SEC depends on the drying rate, energy consumption is 

almost constant for the convective phase of drying and 

significantly increases in the diffusive phase (Fig. 2). This 

significant drop in energy efficiency was observed in both 

DC and AC drying. EHD drying was efficient only in the 

range of moisture contents below 6.0 g/g dm. 

 The limited efficiency of EHD during the diffusive 

phase of drying requires an additional thermal energy 

supply, which serves as a supplementary driving force. 

Thermal energy could be supplied by ohmic or dielectric 

heating.  

 Joule (ohmic) heating occurs due to the material's 

resistance to current flow. The average power density 

(W/m2) can be calculated from the applied power and the 

surface area 𝐴 exposed to the discharge current flow: 

𝑄𝑗𝑜𝑢𝑙𝑒 =
𝑃

𝐴
                          (3) 

 Dielectric heating occurs due to an AC electric field. 

Heat generation increases with the frequency of the applied 

electric field. This phenomenon is widely used in radio 

frequency (RF) drying [19]. The heat generated in the 

material is proportional to the loss factor 𝜺" and squared 

electric field strength E, calculated from the RMS voltage 

drop across the dielectric: 

𝑄 = 𝜔𝜀"𝜀𝑜𝐸2                 (4) 

where 𝑄is the heat generated per unit volume, (W‧m-3); 𝜔 

is the electric field frequency, (rad‧s-1);  𝜀𝑜is the dielectric 

permittivity of vacuum, (8.85‧10-12 F‧m-1). 

IV. DISCUSSION 

Additional thermal energy could also be delivered via 

conduction, convection or radiation. An example of EHD-

enhanced drying due to increased convection heat transfer 

is provided [2]. The application of low-frequency AC 

discharge led to material heating due to dielectric losses 

[20]. Although AC increases overall energy consumption 

compared to DC, it intensifies mass transfer.  

A similar effect could be achieved by high-frequency 

electromagnetic fields, such as microwave (MW) or 

radiofrequency (RF). Microwave drying is an established 

technology that utilizes microwave radiation in the 915–

2450 MHz range for volumetric heating of wet materials, 

inducing a phase change from liquid to vapor. The 

resulting vapor pressure enhances moisture diffusion from 

within the material. MW drying offers high energy 

efficiency and rapid drying. Its specific energy 

consumption is approximately 19–22 MJ/kg, about four 

times lower than that of hot air drying [21]. Additionally, 

effective moisture diffusivity can reach (1.12–1.25) × 10⁻⁹ 

m²/s, roughly 50 times higher than in hot air drying. 

Although MW radiation accelerates diffusive mass 

transfer, it has a limited impact on convective mass 

transfer. Therefore, it requires external airflow to facilitate 

convection from the material surface. Due to its high 

drying intensity and non-uniform exposure, MW drying is 

less controllable than hot air drying, posing potential risks 

to product quality. Although MW radiation at 915 MHz 

penetrates deeper than at 2450 MHz, its penetration depth 

remains significantly smaller than that of radio frequency 

(RF) heating at 10–300 MHz [19]. The disadvantage of 

MW drying is the high initial cost, which presents a 

challenge for large-scale industrial adoption. Also, MW 

drying is not desirable from an environmental perspective, 

Fig 2. Specific energy consumption as a function 

of moisture content. 
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since generated thermal emissions could exceed 3.2 kg 

CO2 per kilogram of evaporated water [22]. Even though 

there are no reported applications of EHD-assisted 

microwave drying, their combination could be 

complementary, especially for thick materials. MW-

induced heat generation, especially intensive in the water-

saturated spots, could accelerate thermodiffusion as well 

as internal mass transfer from the material core due to a 

co-directed internal pressure gradient. On the other hand, 

EHD could mitigate deficiencies of MW drying, such as 

non-uniform heat distribution inside the wet material. 

Also, both EHD and MW technologies are based on the 

direct application of electricity, so this hybrid application 

could be easily adopted by industry. Based on this 

analysis, two strategies of hybrid EHD drying could be 

proposed. (1) Energy-saving strategy: Initiate drying with 

AC discharge, switch to DC to critical moisture content, 

then finish drying with low-intensity AC. (2) Time-saving 

strategy: Initiate drying with AC discharge, switch to 

high-power DC (6.5 kV/cm) with air flow 1.0 m/s, at 

critical moisture, add low-power RF or MW. 

 

V. CONCLUSION 
 

From a practical standpoint, both AC and DC could 

initiate EHD drying. For the energy efficiency evaluation, 

it is important to account for specific and total energy 

consumption. This paper analyzes the energy efficiency in 

the convective and diffusive phases of EHD drying. The 

recommendations for the hybrid application of EHD 

drying together with AC, MW, and RF are given. The 

present work is the first step toward quantifying the 

efficiency of DC and AC electric fields for EHD drying.  
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I. INTRODUCTION

Compared with traditional chemical techniques,
plasma technology enables higher energy density and
concentration of active species at ambient temperature
and pressure conditions, significantly enhancing reaction
efficiency and making traditionally unachievable
chemical reactions possible [1]. Based on the medium
used to generate plasma, discharge plasma can be
categorized into gas phase discharge plasma and liquid
phase discharge plasma [2]. Liquid phase discharge has
garnered significant attention due to its advantages of
enabling direct processing of liquid substances without
requiring additional vaporization equipment and
enhancing gas-liquid mass transfer efficiency through
direct contact; but its limitations in treatment capacity
and limited working distance have hindered its large-
scale applications [3, 4]. Gliding arc discharge plasma,
featuring two outwardly extending electrodes that
generate large volume plasma in space, has been
extensively applied across various fields [5, 6]. Moreover,
gliding arc discharge plasma is recognized as a discharge
method that combines the advantages of both thermal and
non-thermal plasmas, maintaining relatively high
discharge power while achieving high level selectivity [7,
8]. However, existing research on gliding arc discharge
plasma has been exclusively implemented in liquids.
Directly igniting gliding arc discharges within liquid
media would not only overcome the limitations of small
treatment capacity and restricted working distance
inherent to liquid-phase discharge, but also substantially
advance progress toward industrial-scale applications [9,
10].

This study demonstrates a novel method for initiating
gliding arc discharge plasma in liquid media, designated
as liquid phase continuous arc (LCA) discharge plasma.
Comprehensive analyses were conducted on its temporal-
spatial characteristics, electrical properties, optical
emissions, and active species generation. Furthermore,
the upgrading effect on n-hexadecane, a typical heavy oil
model compound, was investigated with ethanol serving
as hydrogen donor under optimized conditions.

II. METHODOLOGY

Fig. 1. Schematic diagram of the experimental setup.

Figure 1 illustrates the schematic of the LCA
discharge setup employed in this work. The LCA
discharge plasma was generated using two diverging 304
stainless steel electrodes. Power was supplied by a high-
voltage AC source (PSPT-2000K, Nanjing Perth Point
Electronic Technology Co., Ltd.) with a 1000 W rated
power. Observe the spatial and temporal characteristics

Characteristics of liquid phase continuous arc discharge plasma
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Abstract- Discharge plasma represents a novel approach to molecular activation, offering the potential to
achieve higher energy density and active substance concentration under ambient temperature and pressure
conditions. Especially in-liquid discharge significantly enhances reaction efficiency between plasma and liquid
reactants, facilitating the realization of reactions that are challenging to be achieved with conventional
chemistry. Gliding arc discharge plasma has garnered considerable attention due to its simple device, large
processing volume, and high energy efficiency, with expectations of its scalability for industrial applications.
Presently, gliding arc discharge occurs in the gaseous phase, which presents certain constraints in the treatment
of liquid feedstocks. In this work, liquid phase continuous arc discharge plasma is realized, enabling the gliding
arc discharge can be triggered directly in the liquid without carrier gas. The time-space, electrical, optical and
active particle characteristics of the liquid phase continuous arc discharge plasma are investigated. The results
demonstrate that the liquid phase continuous arc discharge plasma exhibits the property of continuous
propagation, achieving a propagation distance of 1 m. The liquid phase continuous arc discharge plasma moves
at speeds of up to 36.0 cm/s during propagation. The initiation of the plasma occurs in microbubbles due to Joule
heating at the smallest point of the electrode gap. The generation of various activity particles (·OH, ·O, ·H, H2O2)
is a continuous process during the plasma propagation. The work paves the way for potential applications of
gliding arc discharge, offering new technological avenues for plasma technology in diverse fields, including water
treatment, material synthesis and energy conversion.
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of the plasma through a CCD camera (HiSpec1 2G Color,
Fastec Imaging). Optical characteristics were examined
using a multi-channel spectrometer (PMA-11,
Hamamatsu Photonics). The voltage applied to the high-
voltage electrode was measured with a high voltage
probe (P6015A, Tektronix, 1000:1 division ratio). A
current probe (2878, Pearson, 0.1 V/A ratio) measured
the discharge current. Both voltage and current signals
were recorded by an oscilloscope (TDS2024C, Tektronix)
featuring 200 MHz bandwidth and 2 GS/s sampling. The
liquid phase products are qualitatively and quantitatively
analyzed using a gas chromatograph equipped with an
FID detector and a column of DB-5.

III. RESULTS

Fig. 2. The two stages of LCA discharge.

The clarity of the discharge process is the first step in
understanding the novel discharge mechanism.
Therefore, the spatiotemporal characteristics of the
discharge process were initially investigated. A high-
speed CCD camera was used to record the entire process
of LCA discharge. Based on whether the liquid boils
during discharge, the LCA discharge can be divided into
two stages as shown in Figure 2. The discharge initiates
at the point of minimal gap between the two electrodes,
after which the plasma remains confined within bubbles
generated by Joule heating. Driven by liquid buoyancy,
the bubbles ascend upward, and the plasma propagates
upward accordingly. Eventually, plasma extinguishes
upon bubble rupture. Stage 1 repeats cyclically until
liquid boiling occurs, at which point LCA discharge
transitions to Stage 2. The LCA discharge plasma
propagates upward at 16.4 cm/s while remaining
unextinguished during propagation. After a brief
duration in Stage I, the discharge rapidly transitions to
Stage 2. In Stage 2, the plasma propagation accelerates,
reaching 36.0 cm/s. Critically, plasma effectively
contacts the liquid in both stages, confining the arc
discharge in a "non-thermal" state that enhances reaction
selectivity.

Fig. 3. The initiation and propagation process of LCA
discharge plasma.

Figure 3 illustrates the initiation and propagation
process of LCA discharge plasma. It can be observed that
before plasma generation, a small vapor bubble gradually
forms at the electrode gap due to Joule heating. When the
bubble connects both divergent electrodes, plasma is
generated within it. After understanding how LCA
discharge initiates, the spatiotemporal characteristics
during plasma propagation were investigated. In most
cases, LCA discharge plasma propagates upward steadily,
with the plasma separated from electrodes by a liquid
film. During propagation, the discharge plasma
occasionally breaks through this liquid film and contacts
the electrodes. At such moments, intense white light
emerges near the breakdown channel, and the discharge
transitions into spark discharge mode with significantly
increased peak current. However, upward propagation is
not always stable. When encountering thicker liquid
films, LCA discharge plasma "jump" upward across the
film. This abrupt transition causes peak current to
instantly surge to several amperes.

Fig. 4. The voltage and current waveform of the LCA
discharge plasma.

The current - voltage waveform diagram of LCA
discharge can also prove that the propagation process is a
continuous non - extinguishing state. As shown in Figure
4a, before the plasma starts, the peak voltage between the
two electrodes can reach 4 kV. When breakdown occurs,
a plasma channel is formed between the two electrodes
and the voltage drops to about 1 kV. As the gap between
the two electrodes slowly increases, the length of the
LCA discharge plasma column continuously increases,
and the peak voltage of the discharge also slowly
increases. After the discharge, the plasma channel
disappears and the peak voltage returns to a higher
position until the next discharge channel is triggered. The
voltage and current waveforms of LCA discharge
basically show sinusoidal changes as shown in Figure 4b.
However, different from the more stable state of the
voltage waveform, the current waveform will show some
differences from the propagation state of the LCA
discharge plasma. When the LCA discharge plasma
breaks through the liquid film during the propagation
process, the current waveform will show a small strong
current with the spark-like discharge. When the LCA
discharge plasma stably propagates upward, the current
waveform presents a standard sine wave. When the
"jump" phenomenon of the LCA discharge plasma as
described in Figure 3 occurs, a strong current will also
appear in the current waveform.
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Fig. 5. Optical characteristics of LCA discharge plasma.

Figure 5 shows the emission spectrum of LCA
discharge plasma in the wavelength range from 200 to
700 nm. In the ultraviolet region, the spectral bands of
CO CO(A1П→X1∑), CO(b3∑→a3П) and
OH(A2∑+→X2П) are detected. In the visible light region,
CH(B2∑→X2П), CH(A2∆→X2П), CO(B1∑+→A1П) and
C2(A3Пg→X3׳Пu) are detected. The atomic spectral line
in the excited state is only found to be Hα at 656.3 nm.
Among them, the C2 swan spectral line is used to fit the
vibration - rotation temperature, and the vibration-
rotation temperature of LCA is about 5000 K. The
spectral line of Hα is used to estimate the electron density
of LCA discharge plasma, and its electron density is
7.8×1016 cm-3.

Fig. 6. The effect of LCA discharge plasma treatment on n-
hexadecane.

As shown in Figure 6a, it can be observed that C14 is
a typical substance in light products, accounting for
23.1% of the light products. Heavy products mainly
include two substances, C17 and C18, and the
hydrocracking reaction of n - hexadecane can be divided
into three parts as shown in Figure 6b. Firstly, the
cracking reaction of the raw material follows the priority
principle of β-C-C bond cleavage reaction, generating
C14, which has the highest content in the liquid - phase
products. At the same time, the C-C bond in ethanol
breaks to generate CH3 and CH2OH. Then comes the
polymerization reaction. The raw material n - hexadecane
and CH3 undergo a polymerization reaction to generate
C17, which has the highest content in the intermediate
products. Because ethanol has the ability to inhibit the

polymerization reaction, the content of heavy - quality
products is not high.

V. CONCLUSION

This work pioneered the implementation of liquid-
phase continuous arc (LCA) discharge plasma and
systematically characterized its spatiotemporal, electrical,
optical, and reactive species properties. Key findings are
summarized below:

1) LCA emission unfolds in two distinct stages
demarcated by liquid boiling onset. The second-stage
discharge enables sustained plasma propagation
exceeding 1 m through liquid media.

2) Three plasma morphologies emerge during
propagation. Plasma-liquid interaction confines arc
discharge within a "non-thermal" state, enhancing
reaction selectivity.

3) n-Hexadecane hydrocracking predominantly
proceeds via β-C-C bond cleavage, yielding C14 dominant
liquid products.

Collectively, LCA discharge plasma exhibits
significant advantages for large-volume liquid processing
and long-distance transport within liquids, demonstrating
substantial promise for water treatment and energy
conversion applications.
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I.  INTRODUCTION 
 

Mars presents an extremely dusty and low-pressure 

environment, where frequent storms deposit large 

amounts of fine particles on exploration equipment, 

significantly reducing solar energy collection efficiency 

[1–2]. For instance, the “Opportunity” rover failed due to 

dust accumulation during a global storm [3]. The thin 

Martian atmosphere (~0.6–0.7 kPa) and low gravity 

promote dust suspension, while the absence of natural 

cleaning mechanisms further exacerbates the problem [2–

4]. 

Conventional cleaning methods, such as mechanical 

brushing, vibration, and airflow, are ineffective or 

impractical under Martian conditions due to wear, sealing 

issues, and the lack of water [5]. Therefore, a non-contact, 

low-power dust removal method compatible with Mars’ 

atmosphere is urgently needed. 

Electrodynamic Dust Shield (EDS) technology is a 

promising solution [6]. By applying multi-phase high-

voltage AC signals to parallel electrodes, EDS generates 

dynamic electric fields that exert Coulomb and 

dielectrophoretic forces to remove surface dust [7–8]. 

EDS operates without mechanical parts or water, and has 

shown strong potential in lunar and Martian dust 

mitigation studies [1, 9]. 

However, challenges remain under simulated Martian 

conditions. Low-pressure CO₂ atmospheres can induce 

discharge near electrodes, limiting field strength [10]. 

Martian dust particles also exhibit strong adhesion and low 

charge-to-mass ratios, complicating their removal [8, 11]. 

Moreover, the influence of electrode geometry and signal 

parameters on cleaning efficiency remains unclear [12–

15]. 

This study develops a visualized platform to 

investigate the dust removal behavior of parallel-electrode 

EDS systems under atmospheric conditions, with a focus 

on the influence of two-phase standing wave signals. The 

roles of electrode width, spacing, inclination, and 

frequency are systematically examined to support future 

EDS optimization for Martian solar energy systems [4]. 

 

II. METHODOLOGY 

 

A.  EDS Electrode Structure and Materials 

 
Fig. 1. EDS Electrode Structure 

EDS electrodes were fabricated using double-sided 

etching on copper-clad glass substrates (100 × 100 mm, 

0.33 mm thick), forming staggered parallel-line arrays 

(Fig. 1). A black polyimide film was applied to the surface 

to enhance image contrast. Two electrode series—with 

varied widths or spacings—were designed to evaluate 

structural influence, and their specific parameters are 

detailed in Table 1. All samples were cleaned with 

isopropyl alcohol and ultra-pure water before testing to 

ensure surface consistency. 
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Abstract- The low-pressure and dust-laden environment on Mars presents critical challenges to the sustained 

operation of energy harvesting systems, particularly solar panels. Electrodynamic Dust Shield (EDS) technology 

offers a promising non-contact solution for dust removal, requiring neither mechanical components nor water. 

While the effectiveness of EDS has been demonstrated in various contexts, the dynamic removal behavior of 

parallel electrode configurations remains underexplored. This study presents a visualized experimental platform 

for investigating the dust removal performance of parallel-electrode EDS structures under atmospheric 

conditions. A two-phase high-voltage rectangular AC power supply (0–5 kV peak-to-peak, 1–10 Hz) was employed 

to drive the electrodes, and the dust removal process was captured using high-speed imaging. Image processing 

algorithms were developed to quantify the dust removal rate and analyze particle trajectories and aggregation 

patterns. The results reveal that electrode spacing, width, inclination angle, and driving frequency are key 

parameters influencing cleaning performance. This work provides dynamic insights into the dust removal 

characteristics of parallel-electrode EDS systems and offers a methodological foundation for optimizing electrode 

design in extraterrestrial dust mitigation applications. 
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B.  Dust Dispersion System 

 
Fig. 2. Dust Dispersion Device and Relationship between 

Electrode Speed and Dust Mass 

An automatic X–Y motorized stage with a vertical 

hopper was developed to ensure uniform and repeatable 

dust coverage (Fig. 2). The amount of deposited dust per 

unit area was precisely controlled by adjusting the motor 

speed and hopper opening. A calibration curve illustrating 

the relationship between motor speed and dust mass is 

presented in Fig. 2. Repeatability tests confirmed a mass 

deviation below 0.05%, offering improved consistency 

over manual methods. 

C.  Power Supply and Signal Settings 

A custom high-voltage source generated two-phase 

square waves (±5 kV, 1–10 Hz) for electrode excitation 

(Fig. 3). The system allowed continuous voltage tuning 

(0–10 kV peak-to-peak). Symmetric square waves with 50% 

duty cycle were used throughout, and electrode pairs 

received equal-amplitude opposing voltages to create 

electrodynamic waves. 

 
Fig. 3. Power Supply and Two-phase Signal Loading 

Method 

 

D.  Visualization and Image Analysis 

A high-speed camera recorded the dust removal 

process from above. The recorded videos were converted 

into time-sequenced frames and binarized to extract dust-

covered regions. The dust removal rate (DRR) was 

calculated using the following expression: 

DDR = (𝐴0 − 𝐴𝑡) 𝐴0⁄    (1) 

where A0 is the total pixel count of the dust-covered 

area at the initial moment, and At is the pixel count at time 

t. Higher sampling rates (0.1 s/frame) were used during the 

first 5 seconds to capture the rapid initial motion, followed 

by 1 frame per second for steady-state analysis. Particle 

trajectories and aggregation behavior were also 

qualitatively assessed. 

E.  Dust Pre-treatment and Electrode Cleaning 

Silica dust (125–180 μm) were dried at 120°C prior to 

each test. Electrodes were cleaned with isopropyl alcohol 

and ultra-pure water, then dried at 200°C. Consistent 

cleaning ensured reliable and repeatable results across all 

test conditions 

III. RESULTS 
 

A.  Effect of Electrode Width 

 
Fig. 4. Time evolution of DRR for two electrode widths 

Fig. 4 shows the dust removal rate (DRR) over time 

for two electrode widths. Both configurations exhibit a 

rapid increase in DRR during the initial 10 seconds, 

indicating that dust particles are quickly driven from the 

gaps between electrodes toward their top surfaces, 

followed by repetitive jumping behavior driven by 

alternating electric fields. 

Local peaks in the DRR curve correspond to frames 

capturing dust adhesion events, resulting in a temporary 

visual reduction in surface coverage. 

Narrower electrodes achieved faster dust removal, 

reaching 90% DRR at 120 s compared to 80% for wider 

ones. This enhancement is attributed to reduced dust 

accumulation and more efficient particle transport per 

cycle with narrower electrodes. 

B.  Effect of Electrode Spacing 

 
(a) 
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(b) 

Fig. 5. DRR variation with time for different electrode 

spacings: (a) w = 0.5 mm; (b) w = 1.0 mm 

As shown in Fig. 5, increasing electrode spacing 

generally improves DRR. The lowest performance was 

observed when the electrode width-to-spacing ratio was 

1:1, indicating dense configurations hinder particle 

transport. With increased spacing, particles traveled 

farther under combined electric and gravitational forces. 

However, larger gaps reduce electric field strength at 

constant voltage, making the effect nonlinear. Optimal 

spacing depends on particle characteristics such as size, 

adhesion, and dielectric properties. For example, in the w 

= 1.0 mm case, 1.5 mm spacing outperformed 2.0 mm 

spacing. 

C.  Effect of Electrode Inclination Angle 

 
(a) 

 
(b) 

Fig. 6. DRR variation with time under different electrode 

inclination angles: (a) w = 0.5 mm; (b) w = 1.0 mm 

Fig. 6 presents DRR curves under varying tilt angles 

(0°–20°). For 0.5 mm wide electrodes, steeper angles led 

to better dust removal, as gravity assisted particle motion 

along the slope. 

Interestingly, for 1.0 mm electrodes, the horizontal 

configuration (0°) initially outperformed the 10° case 

within the first 100 s. This may be due to greater lateral 

spreading in horizontal layouts, allowing particles to 

escape more easily from the electrode region. 

Such behavior is relevant to small-scale setups but 

may differ in large-area systems (e.g., 1 m²), where 

random spreading significantly lowers cleaning efficiency 

and makes inclined designs more favorable. 

D.  Effect of Driving Frequency 

 
(a) 

 
(b) 

Fig. 7. DRR variation with time at different driving 

frequencies: (a) w = 0.5 mm; (b) w = 1.0 mm 

Fig. 7 shows the influence of driving frequency (1–10 

Hz) on dust removal. Higher frequencies improved the 

cleaning rate but had minimal effect on the final DRR 

value. 

This suggests that frequency mainly affects the 

dynamic response of particles rather than the overall 

removal capacity. We also hypothesize that frequency 

interacts with particle-specific properties, such as size and 

charge-to-mass ratio. Further investigation is needed to 

explore these dependencies and identify optimal 

frequency ranges. 

IV. DISCUSSION 
 

The experimental results indicate that the structural 

parameters of the electrodes and the driving signal play 

critical roles in the dust removal performance of the EDS 

system. Narrow electrodes reduce dust retention and 

promote efficient particle hopping. Increasing the 

electrode spacing appropriately improves particle 

migration, but excessive spacing weakens the electric field 

strength, suggesting the existence of an optimal range. 

Introducing an inclination angle enhances overall 

cleaning efficiency through gravitational assistance, 

though its effectiveness is strongly influenced by system 

scale. In small-scale setups, horizontal configurations may 

temporarily outperform inclined ones due to stronger 

lateral diffusion. In large-area systems, however, 

inclination is essential for guiding dust away effectively. 

Driving frequency primarily affects the rate at which 

dust is removed, with higher frequencies accelerating the 

initial cleaning process. However, the final removal 
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efficiency remains largely unchanged, indicating that 

while higher frequencies enhance the initial dust 

excitation, they do not significantly improve the final 

removal rate under the tested conditions. 

 

V. CONCLUSION 
 

This study established a visualization-based 

experimental platform to systematically investigate the 

dust removal behavior of a classical parallel-electrode 

EDS system under atmospheric conditions. The influence 

of key parameters—including electrode width, spacing, 

inclination angle, and driving frequency—was 

quantitatively evaluated. The main conclusions are as 

follows: 

(1)Narrower electrode widths and moderate spacing 

significantly improve dust removal efficiency; 

(2)Inclination facilitates particle transport, though its 

effect is scale-dependent; 

(3)Driving frequency strongly affects the initial 

removal rate, while having limited influence on final 

cleaning efficiency. 

These findings provide practical guidance for 

optimizing EDS design under simulated Martian 

conditions and lay the groundwork for future experiments 

in low-pressure CO₂ environments. 
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1Dpto. Fı́sica Atómica, Molecular y Nuclear, Universidad de Sevilla, Spain
2International Centre of Biodynamics, Bucharest, Romania

∗Corresponding author: dominguez@us.es

Abstract-
We study critically the mechanism of ionic self-phoresis, i.e., the self-propulsion due to gradients in the ionic distribution

of a chemically active particle immersed in an electrolyte. The chemical activity of the particle is not only responsible for these
gradients, but also contributes to the phoretic response. As a consequence, a mechanism of phoresis is unveiled which does not
rely on the existence of a double layer at the surface of the particle.

Keywords- Diffusiophoresis, active colloid, electrolytes.

I. INTRODUCTION

Self-phoretic colloidal particles have become a com-
mon realization of microswimmers by now. A frequent
scenario consists of chemically active particles that gener-
ate gradients in the chemical composition of the surround-
ing fluid solution, see, e.g., the insightful reviews [1, 2, 3].
This has led to the picture of classic self-phoresis, namely
that self-diffusiophoresis is “just” diffusiophoresis in a self-
generated chemical gradient, whereby the only relevant role
of the chemical activity is the generation of the composition
imbalances.

We have recently showed [4, 5] that this paradigm is
incomplete: the activity also affects the particle phoretic
response to the chemical gradient. This shows up in a char-
acteristic dependence of the phoretic velocities on the sys-
tem parameters, that is different from the ones predicted for
“classic phoresis in an external gradient”.

This new feature roots on the proper account of the cor-
relations between the chemical species, which motivated
the denomination “correlation–induced self-phoresis” in-
troduced in [4]. The mechanism of phoresis in the classic
picture [6, 7, 8] relies on the interaction between the particle
and the components of the fluid solution, thus emphasising
the role of, e.g., the double layer formed at the particle’s sur-
face immersed in an electrolyte; the correlations are viewed
as subordinated, leading only to a quantitative correction of
the picture. The correlation–induced mechanism captures
the insight that the interaction between the fluid solution
components — quantified by the associated correlations —
are also relevant on their own as driver of phoresis when
the particle is chemically active. Given that the electric in-
teractions between ions in an electrolyte can induce strong
correlations, this recently identified mechanism is expected
to play a significant role in modelling ionic self-phoresis.

II. THEORETICAL MODEL

Diffusiophoresis (also called chemophoresis) is the mo-
tion of a particle immersed in a fluid solution due to gradi-
ents in the concentration of chemicals. A defining feature is

that the composed system “particle+fluid” is mechanically
isolated, so that the motion of the particle necessarily in-
duces a flow by momentum conservation. This qualifies the
phoretic particle as a swimmer, setting the phoretic motion
significantly apart from the drag of a particle by externally
imposed net forces or flows.

In the theoretical modelling of ionic phoresis, one can
split the problem neatly into a hydrodynamic one and an
electrostatic one, coupled through the electric forces that
drive the flow. In the simplest model, all the velocities are
assumed so small that the particle motion is overdamped,
and the velocity field u(r) of the electrolyte solution obeys
Stokes equations for incompressible flow (low Reynolds
and Mach numbers):

η∇2u−∇p = f(r), ∇ · u = 0. (1)

Here, η is the dynamical viscosity, p is the hydrodynamic
pressure that enforces incompressibility. The field f(r) is a
force density that drives the flow, and it will be described in
detail below. These equations are complemented with the
condition that the flow vanishes at infinity (i.e., the veloci-
ties are measured in the laboratory frame),

u(r) → 0 when |r| → ∞, (2)

and a no-slip boundary condition on the surface Sp of the
particle,

u(r) = V +Ω× r when r ∈ Sp, (3)

where V and Ω are the particle phoretic velocities of trans-
lation and rotation, respectively. These quantities are un-
known, and must be determined by imposing the additional
constraint that the composed system “particle + fluid” is
mechanically isolated: consequently, the fluid cannot trans-
mit any net force or torque through a boundary S∞ located
at infinity1, ∮

S∞

dS · (η∇u− Ip) = 0, (4)

∮

S∞

dS · (η∇u− Ip)× r = 0. (5)

1The symbol I denotes the identity tensor.
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The phoretic velocities are thus determined completely
by the force density f(r), which describes the interaction
between ions and between them and the particle. The mech-
anism of correlation–induced self-phoresis can be illus-
trated already with the simplest model of a 1:1 electrolyte
Assuming again a slow dynamics, one can apply local ther-
modynamic equilibrium and write

f = −c+∇µ+ − c−∇µ−, (6)

where c±(r) are the concentration fields of anion and
cation, respectively, and µ±(r) are the corresponding chem-
ical potentials. They are found with the Nernst–Planck–
Poisson–Boltzmann theory: one writes

µ±(r) = ±eψ(r) + kBT ln
c±(r)
c0

, (7)

in terms of a reference ion concentration c0 and the electric
potential ψ(r). The latter depends nonlocally on the ionic
distribution and can be computed at the mean-field level as
solution of the Poisson–Boltzmann equation,

ϵ∇2ψ(r) = e [c−(r)− c+(r)] , (8)

complemented with the boundary condition of vanishing
potential at infinity and at the particle,

ψ(r) = 0 when |r| → ∞ or r ∈ Sp; (9)

that is, the particle’s zeta potential is zero and, therefore,
there is no double layer. (This value is chosen to emphasize
the correlation–driven mechanism; one can solve the model
with any other prescribed surface pattern of zeta potential,
that would induce a double layer). Finally, one imposes a
stationary current of cations and anions in bulk separately,

∇ · (D±c±∇µ±) = 0, (10)

where D± denote the ionic diffusivities, together with a
vanishing current at infinity,

D±c±∇µ± → 0 when |r| → ∞, (11)

and the boundary condition of a net current at the particle’s
surface generated by its chemical activity,

D±c±(r)(n · ∇)µ±(r) = A(r) when r ∈ Sp. (12)

Here, n is the unit normal to the surface of the particle,
and A(r ∈ Sp) describes the surface pattern of activity; for
simplicity, the same pattern has been taken for both cations
and anions, which also preserves electro-neutrality.

The structure of the equations allows a stepwise solu-
tion. First, the set of equations (7-12) build a boundary
value problem that determines the fields c±(r), µ±(r). In a
second step, equations (1-5) provide the phoretic velocities
in terms of the force field (6). Notice that, in the absence of
activity (A ≡ 0), the equations give the solution c±(r) = c0
and one gets no phoretic motion (V = Ω = 0).

Figure 1: Sketch of the two different mechanisms of phoresis.
The distribution of chemicals (red dots) near the particle’s sur-
face (greenish bottom wall) is affected by a gradient in chemical
potential (here plotted parallel to the wall) and by the influence
of the particle: either (upper pannel) through the electric field
ψpart induced by its zeta potential (double layer), or (lower pan-
nel) through a distortion (pinkish half-sphere) of the “correlation
cloud” for each chemical particle.

III. RESULTS

Regardless of the specific form of the force field f(r),
the hydrodynamic problem (1-5) can be solved for the
phoretic velocities without the need to compute the flow
field u(r) by using the Lorentz reciprocal theorem (see,
e.g., [9]). The final result can be expressed as integrals over
the fluid volume [10]:

V =

∫

fluid

dV M(V )(r) · ∇ × f(r), (13)

Ω =

∫

fluid

dV M(Ω)(r) · ∇ × f(r), (14)

where M(V )(r) and M(Ω)(r) are tensors fields whose form
depends only on the shape of the particle2. The most rele-
vant features are the linear dependence of the velocities on
the force field, and the fact that only its curl matters: this is
a consequence of the incompressibility constraint and rules
out that osmotic pressure plays any role in diffusiophore-
sis3; as emphasized in [10], an explicit account of this con-
straint, as in (13, 14), prevents one from violating it inad-
vertently when carrying out approximations.

Therefore, phoresis arises from the misalignment of
gradients in concentration and chemical potential,

∇× f = −(∇c+)× (∇µ+)− (∇c−)× (∇µ−)

= e∇(c+ − c−)× (−∇ψ), (15)

where the second line follows from using equation (7); no-
tice that the second term in that equation, which is a local

2They are found by solving the force-free (f ≡ 0) Stokes equations
with prescribed V and Ω.

3Any addition of a potential to the force, f 7→ f+∇χ, can be adsorbed
by a redefinition of the pressure field p.
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relationship between µ and c, drops out. In the classic sce-
nario, the concentration gradients ∇c± are associated to the
double layer at the surface of the particle generated by its
zeta potential, whereas the gradients ∇µ± are imposed ex-
ternally, see Fig. 1(upper pannel). Therefore, it seems that
no phoresis is possible in the absence of a double layer4. In
the case of a particle with chemical activity, however, the
latter creates both kinds of gradients, which are misaligned
if the correlations are so relevant that a relationship between
c and µmust be modelled as nonlocal, see Fig. 1(lower pan-
nel). More specifically, equation (15) shows that phoretic
motion arises when the electric field and the charge gradi-
ent are locally misaligned.

An important feature follows straightforwardly: since
the gradients in (15) are sourced by the activity, see equa-
tion (12), the phoretic velocities will be at least quadratic
in the activity. This is at variance with the classic scenario,
which, being an instance of linear response theory, predicts
velocities linear in the activity (namely, because the non-
equilibrium forces ∇µ± are generated by activity, whereas
∇c± are determined by the equilibrium double layer).

In order to get analytical results, one can solve the equa-
tions in the limit of small activity by expanding to linear
order around the equilibrium solution c±(r) = c0. This
does not differ from the analytical approach in the classic
scenario, whereby the solution is found as a perturbation
around the equilibrium double layer: in such case, one has
to solve a substantially more involved mathematical prob-
lem, which in turn forces one to resort to the additional ap-
proximation of a thin double layer (compared to the size
of the particle), so that the particle surface is approximated
by an infinite plane. This is not needed in our simplified
scenario (no double layer), and one can obtain explicit so-
lutions for a spherical particle of radius R. The activity
surface pattern is conveniently expanded in spherical har-
monics,

A(r) =
∑

ℓ,m

aℓm Yℓm(r), r ∈ Sp. (16)

One then finds that Ω = 0 (because, having both gradients
the same source — activity —, chiral symmetry is not bro-
ken [4]), whereas the translation velocity is quadratic in the
activity (see details in [11]):

V = V0
∑

ℓ,m

∑

ℓ′,m′

aℓmaℓ′m′ Gℓm;ℓ′m′(λD/R), (17)

in terms of the velocity scale

V0 =
e2R5

6πηϵ

(
1

D+
− 1

D−

)2

, (18)

the Debye length,

λD =

√
ϵkBT

2e2c0
, (19)

4Notice that, although the imposed gradient in µ also generates gradi-
ents in c, these are parallel because no flow must be induced in the absence
of the particle (that is, the phoretic motion cannot be considered as drag by
a flow).

10-2 10-1 1 10 102
λD/R

10-1

10-4

10-7

10-10

V/V0

Janus particle

Figure 2: Log-log plot of the modulus of the self-phoretic veloc-
ity (17) for a Janus particle (inset: green for active surface, black
for inactive), modelled as monopole + dipole in (16). The dashed
line represents the asymptotic scaling V ∼ λ5

D .

and a dimensionless vector Gℓm;ℓ′m′ which is a known
function of the ratio λD/R. This latter function encodes
“selection rules” [4, 11] that restrict the double sum in (17):
the most significant one is that the only allowed couplings
between multipoles (ℓ,m) and (ℓ′,m′) are those of con-
secutive order (ℓ′ = ℓ ± 1). Another robust feature is the
asymptotic behavior with λD [11]: in the small–particle
limit (R ≪ λD), the phoretic velocities reach finite val-
ues independent of λD (and thus, also of c0); in the thin–
layer limit (λD ≪ R), the phoretic velocities are predicted
to vanish as λ5D. This latter result shows that spatially ex-
tended correlations, with a range quantified by the length
scale λD, are a requirement for this mechanism. (A de-
tailed and critical analysis how this approximation, which
is most frequently employed, can be derived from the exact
result (17) can be found in [12].)

As an illustration, Fig. 2 shows the self-phoretic veloc-
ity given by (17) with aℓm = 0 except if ℓ = m = 0
(monopole) and ℓ = 1,m = 0 (dipole). This is the simplest
model for a half-coated (Janus) particle, whose surface is
thus chemically active only on a hemisphere. A more re-
alistic model, e.g., including also a quadrupole, leads to a
much richer behavior, with a nonmonotonous behavior, in-
cluding several sign reversals [11].

IV. DISCUSSION

Phoresis is driven by the misalignment of the gradients
in ion concentrations and chemical potentials, respectively,
see (15). In the classic picture of phoresis, the mechanism
relies on the existence of the equilibrium gradient in ion
concentration in the double layer, in general not parallel to
the nonequilibrium gradient of chemical potential imposed
externally — or generated by the chemical activity of the
particle in the scenario of self-phoresis.

Based on the simplest model, we have provided a proof
of principle for a mechanism that does not rely on the dou-
ble layer. Instead, the nonequilibrium inhomogeneities in
the ionic distribution due to the chemical activity do play
a role, whereby the relevant feature for the gradients mis-
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Figure 3: The phoretic diagram [5, 13]. The horizontal axis
identifies the relative contribution to the mechanism (zeta poten-
tial vs. activity), the vertical axis captures the relative contribution
to the source of nonequilibrium (external gradient vs. activity).
The corners are associated to the different limiting behaviors: the
“classic” picture corresponds to the leftmost part; the rightmost
part encompasses “correlation-driven” phoresis.

alignment is the nonlocal nature of the ion–ion interac-
tion, namely the electric forces over scales below the Debye
length.

The fact that this same interaction is key for the forma-
tion of the double layer has undoubtedly masked the sig-
nificance and conceptual difference of these two mecha-
nisms. Diffusiophoresis in a solution of neutral chemicals
provides a more appropriate model from this perspective
[4], to the extent that the two kind of interactions (particle-
with-chemicals and chemicals-with-chemicals) can have in-
dependent origins. However, a one-to-one mapping can be
established, at the linearised approximation, between the
latter model of neutral phoresis and the case of ionic phore-
sis [11], which illuminates the relative importance of the
two mechanisms. More precisely [5, 13], one can add a
nonvanishing zeta potential at the boundary condition (9)
and an externally imposed chemical gradient at the bound-
ary condition (11): the linearized theory then leads to a
neat representation in the form of a “phoretic diagram”, see
Fig. 3, based on equation (15). The horizontal axis (“mech-
anism”) quantifies the relative importance of two types of
contribution to ∇c±, namely zeta potential vs. chemical ac-
tivity. The vertical axis (“source”) quantifies the relative
magnitude of the sources of non-equilibrium (∇µ± ∼ ∇ψ),
that is, externally imposed gradient vs. chemical activity.
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Abstract- Large eddy simulation (LES) serves as a pivotal numerical approach for the investigation of turbulence, partic-
ularly in complex flow systems. Electroconvection (EC) turbulence, though crucial for advancing our understanding of elec-
trohydrodynamics (EHD), remains insufficiently studied in this field. This study utilizes LES within the finite volume method
(FVM) framework to investigate EC turbulence induced by charge injection in a cavity. The eddy-viscosity models are adopted
to close the momentum equations, while the turbulent charge transport is captured using the turbulent Schmidt number. A
comparison with direct numerical simulation (DNS) demonstrates that LES effectively captures the primary flow structures
and dynamics of EC turbulence, showing good agreement with existing literature. The analysis reveals strong fluctuations and
intermittency, with large-scale coherent structures significantly impacting charge transport and thermal plumes, ultimately
influencing charge and heat transfer efficiency. This work deepens the understanding of EC turbulence and offers a foundation
for exploring more complex EC turbulence mechanisms, with implications for energy and thermal management systems.

Keywords- Electrohydrodynamics, Electroconvection turbulence, Large eddy simulation, Dielectrics.

I. INTRODUCTION

Electroconvection (EC) turbulence, a representative
flow phenomenon induced by electric currents, has emerged
as a key topic in the field of electrohydrodynamics
(EHD)[1]. Typically observed in dielectric liquids sub-
jected to strong electric fields, EC is characterized by com-
plex, multi-scale flow structures and strong coupling among
electric, flow, and thermal fields. Owing to its relevance
in a variety of engineering applications—such as electro-
static spraying, electrothermally enhanced phase-change
heat transfer, and conduction pumping[2]—the study of
EC turbulence holds both fundamental and applied signifi-
cance. Within confined geometries like cavities, EC turbu-
lence exhibits pronounced nonlinear behavior and marked
spatial heterogeneity, which pose significant challenges for
predicting flow and heat transfer behavior[3]. Therefore,
gaining a detailed understanding of EC turbulence in such
configurations is essential for advancing the design and per-
formance of electrohydrodynamic systems.

In recent years, Large Eddy Simulation (LES) has
become an increasingly popular and powerful tool for
turbulence modeling. Compared with the conventional
Reynolds-averaged Navier–Stokes (RANS) approach, LES
offers improved accuracy in resolving large-scale vor-
tex structures while maintaining computational efficiency
through subgrid-scale (SGS) modeling. These features
make LES particularly suitable for simulating complex,
multi-physics turbulent flows. However, the applica-
tion of LES to EC turbulence remains relatively underex-
plored, especially in contexts involving strong electrother-
mal coupling[4]. Moreover, systematic assessments of LES
performance, including SGS model selection and its influ-
ence on predictive accuracy in EC turbulence, are still lack-
ing and warrant further investigation.

In this study, the finite volume method (FVM) imple-
mented in the open-source computational platform Open-

FOAM is employed to perform direct numerical simulation
(DNS) and LES of EC turbulence in cavity configurations.
The following two sections will respectively present the
physical model, governing equations, and the significance
of key driving parameters. A detailed comparison between
LES and DNS is conducted, focusing on flow structures,
turbulent statistics, and charge transport mechanisms under
varying electric field intensities.

II. METHODOLOGY

A two-dimensional square cavity with side length L is
considered, filled with incompressible Newtonian dielectric
liquid, as illustrated in Fig. 1 The bottom electrode is con-
nected to the positive terminal (φ1) of the power supply,
while the top electrode is grounded (φ0). The horizontally
arranged bottom and top electrodes maintain constant but
distinct temperatures (θ1 > θ0), with the vertical side walls
treated as adiabatic boundaries. The electrochemical reac-
tions at the electrode-liquid interfaces induce charge injec-
tion from the high-voltage electrode into the bulk fluid. The
model adopts homogeneous autonomous charge injection
with a specified electrode charge density q0[5].

To derive the governing equations for EC turbulence
under charge injection conditions, the following assump-
tions are made for the system: using the Boussinesq ap-
proximation, density variations are only accounted for in
the momentum equation due to temperature changes, while
other material properties remain constant. The analysis ne-
glects magnetic effects and Joule heating, as the electric
current in the dielectric liquid is minimal. Additionally,
the dielectric force is considered negligible compared to
the dominant Coulomb force from the applied electric field.
The following characteristic values are chosen for the non-
dimensionalization of the governing equations:
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Figure 1: Schematic diagram for the problem

x, y ∼ L; t ∼ L2

K∆ϕ
; u ∼ K∆ϕ

L
; ϕ ∼ ∆ϕ;

E ∼ ∆ϕ

L
; q ∼ q0; p∼ ρu20; θ =

θ1 − θ0
∆θ

(1)

In the above equation, L represents the characteristic
scale of the system, and K is the ionic mobility, ∆ϕ is
the potential difference between the positive and negative
plates, ρeq denotes the charge density. θ0 is the temperature
of the cold source, ∆θ is the maximum temperature dif-
ference of the system. After nondimensionalizing the gov-
erning equations, the following dimensionless equations are
obtained[1]:

∇ · u = 0 (2)

∂u

∂t
+u · ∇u = −∇p+∇2u+

Ra

Pr
θey +C

T 2

M2
qE (3)

∂θ

∂t
+ u · ∇θ = 1

Pr
∇2θ (4)

∂q

∂t
+∇ ·

[
q

(
u+

T

M2
E

)]
=

1

Sc
∇2q (5)

∇2ϕ = −Cq (6)

E = −∇ϕ (7)

The dimensionless variables u, p, θ, q, e, E, and ϕ, cor-
responding to the velocity field, modified pressure, temper-
ature, charge density, electric potential, electric field, and
voltage, respectively. The dimensionless system is charac-
terized by six key parameters:

Pr =
ν

κ
, Ra =

gβL3∆θ

κν
, T =

ϵ∆ϕ

ρ0νK
,

C =
q0L

2

ϵ∆ϕ
, M =

1

K

√
ϵ

ρ0
, Sc =

ν

D

(8)

Pr is the Prandtl number, with ν and κ denoting the
kinematic viscosity and thermal diffusivity, respectively.
Ra is the Rayleigh number, where g is the gravitational ac-
celeration, β the thermal expansion coefficient. T is the
electric Rayleigh number, with ϵ being the fluid permittiv-
ity, ρ0 the reference density. C represents the charge in-
jection strength. M is the mobility parameter, and Sc is
the electric Schmidt number, where D denotes the charge
diffusion coefficient.

In general, a condition with C > 5 is considered strong
injection, corresponding to the space-charge-limited (SCL)
regime. When C ∼ O(1), it is referred to as moderate in-
jection, whereas C ≪ 1 indicates weak injection. In many
studies, representative values such as C = 10, 1, and 0.1
are commonly used to characterize strong, moderate, and
weak injection scenarios, respectively[6]. In this work, we
focus on the strong injection regime by setting C = 10 to
investigate electro-thermo-convection within a square cav-
ity.

The core concept of LES involves applying a spatial
filter to separate any flow variable v(u, p, q, ϕ) into a re-
solved (filtered) component v and a subgrid (residual) com-
ponent v′, such that v = v + v′. This filtering process at-
tenuates fluctuations smaller than the filter width ∆. Al-
though the resulting filtered equations bear similarity to the
Reynolds-averaged formulation, they retain cross terms in-
volving filtered variables. The subgrid-scale electrohydro-
dynamic (EHD) equations, written in tensor notation, are
provided below:

∂ui
∂xi

= 0 (9)

∂ui
∂t

+
∂uiuj
∂xj

= −1

ρ

∂p

∂xi
+

∂2ui
∂xj∂xj

+
Ra

Pr
θey

+C
T 2

M2
qEi + C

T 2

M2
(qEi − qEi)−

∂(uiuj − uiuj)

∂xj

(10)

∂q

∂t
+
∂q ui
∂xi

+
∂q Ei

∂xi
=

1

Sc

∂2q

∂xj∂xj

−
(
∂(qui − q ui)

∂xi
+

T

M2

∂(qEi − qEi)

∂xi

) (11)

∂θ

∂t
+
∂θ ui
∂xi

=
1

Pr

∂2θ

∂xj∂xj
−
(
∂(θui − θ ui)

∂xi

)
(12)

∂2ϕ

∂xj∂xj
= −Cq, (13)

Ei = − ∂ϕ

∂xi
. (14)

The subgrid-scale stress term in the momentum equa-
tion is modeled using the Smagorinsky model with a fixed
filter width ∆. In the charge transport equation, the turbu-
lent Schmidt number Sct = νt/Dt is used to relate eddy
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viscosity to eddy diffusivity. Details of the models can be
found in standard LES literature[7].

III. RESULTS AND DISCUSSION

(a) (b)

Figure 2: Phase-space diagram of temperature and electric
potential at a specific monitoring point in the system at T =
2000 under (a) : DNS result, (b) : LES result.

First, let us analyze the state of the system. Fig. 2
shows the phase-space diagram of temperature and elec-
tric potential at a specific monitoring point in the system
at T = 2000. Both T–ϕ phase–space plots exhibit elon-
gated, ellipsoidal intertwined attractors, confirming that the
system has entered a turbulent regime. However, the two
simulation approaches differ markedly in attractor scale
and detail: DNS resolves all small–scale eddies, produc-
ing a larger trajectory envelope with richer layering; its
outer loops reach extreme fluctuations and the curves ap-
pear rougher, reflecting a wider energy channel and higher
entropy production. In contrast, the LES, owing to subgrid-
scale viscosity and filtering, compresses the attractor into
a more compact and smoother core, with outer excursions
strongly suppressed—implying that LES is sufficient when
one is concerned only with statistical means and the domi-
nant mode.

(a) DNS

(b) LES

Figure 3: Comparison of flow structures and charge density
contours between DNS and LES simulation results at T =
2000.

Fig. 3 presents a comparison of the flow structures
and charge density contours obtained from DNS and LES
simulations at T = 2000. DNS and LES deliver highly

consistent macroscopic pictures of EC turbulence in the
square cavity. Both approaches capture a large-scale pri-
mary vortex that occupies most of the enclosure, exhibit-
ing almost identical core position, rotation direction, and
symmetry. Because DNS resolves the complete spectrum
of spatial scales, it reproduces many more secondary ed-
dies and sharper gradients at the edges of the primary vor-
tex, in the corners, and along the walls. At the same lo-
cations the LES field appears more rounded and smooth:
the intensity of secondary vortices is attenuated to vary-
ing degrees, and the extreme values of charge density are
“flattened-out”. This discrepancy stems from the filtering
and SGS modelling inherent in LES: the filter eliminates
high-wavenumber energy, while SGS dissipation (or back-
scatter) approximates the small-scale dynamics in a coarse
manner, allowing LES to retain the main flow topology at
the expense of detailed fidelity.

A comparison of the charge-density contours shows that
the high-charge region is located near the same sidewall
in both simulations, yet the DNS field displays steeper
gradients and sharper peaks and troughs, whereas colour
transitions in LES are smoother. Quantitatively, in sev-
eral snapshots the LES peaks are slightly lower and the
troughs slightly higher, compressing the overall range by
about 5–10%. This behaviour is consistent with the nu-
merical diffusion of charge introduced by the LES model.
Overall, LES provides an acceptable representation of the
dominant flow pattern and the mean charge distribution, but
DNS is preferable when the research objective emphasises
small-scale vortices or spiky charge concentrations.

Figure 4: Variation of maximum velocityUmax with T under
different simulation methods.

Fig. 4 illustrates the temporal evolution of the system’s
maximum velocity, revealing a pronounced intensification
as the electric Rayleigh number increases from T = 1000
to T = 2000. Across all four time series, a noticeable up-
ward shift is observed, with the mean velocity increasing by
approximately 60% and the peak-to-peak amplitude nearly
doubling. This amplification underscores the significant
role of electro-thermal buoyancy in enhancing the strength
of the convective circulation. At both parameter values,
LES consistently predicts slightly higher peak values and
mean velocities, this results implying a modest positive bias
in large-scale kinetic energy introduced by the SGS model
in LES. In contrast, DNS, by fully resolving the smaller-
scale structures, captures sharper and more frequent spikes,
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reflecting a more detailed representation of transient dissi-
pative events.

Figure 5: Variation of maximum velocityUmax with T under
different simulation methods.

As illustrated in Fig. 5, the electric Nusselt numberNue
exhibits only a marginal increase as the electric Rayleigh
number T rises from 1000 to 2000, growing from approxi-
mately 1.94 to nearly 2.00. When considered alongside the
earlier analysis of the system’s maximum velocity, this ob-
servation suggests that although a twofold increase in the
Coulomb body force at lower T levels can substantially en-
hance the peak flow velocity, its effect on the net charge
transport within the cavity remains limited. This implies
that the intensified electro-thermal forcing predominantly
strengthens convective motion rather than significantly al-
tering the dominant conduction-controlled charge transport
pathways.

Meanwhile, LES predicts mean Nue values that agree
with DNS within 2%, yet it substantially underestimates
the amplitude of fluctuations, capturing only about half
the variance observed in DNS. This discrepancy likely
arises from the excessive diffusive action of the classical
Smagorinsky subgrid model in regions of intense shear,
which acts to suppress the fine-scale structure and intermit-
tency of charge transport phenomena.

IV. CONCLUSION

In this study, the large eddy simulation (LES) approach
combined with the finite volume method (FVM) was em-
ployed to systematically investigate electro-convective (EC)
turbulence induced by strong charge injection in a dielectric
liquid confined within a square cavity. A detailed compari-
son with direct numerical simulation (DNS) results demon-
strated that LES effectively captures the primary flow struc-
tures and key features of charge transport, exhibiting good
agreement with DNS in terms of macroscopic flow struc-
tures and statistical characteristics.

Specifically, both LES and DNS accurately predicted
the dominant large-scale vortex structures within the cav-
ity. However, significant differences were observed in cap-
turing smaller-scale features. DNS provided more detailed
insights into secondary vortices and high-frequency spikes
in charge density. Furthermore, with an increasing elec-
tric Rayleigh number (T ), the maximum velocity within

the cavity increased markedly, accompanied by enhanced
turbulence intensity and intermittency. However, the effi-
ciency of charge transport, represented by the electric Nus-
selt number, exhibited only modest improvements. This
indicates that the enhanced Coulomb body force predom-
inantly strengthened convective fluid motions, with limited
influence on conduction-controlled charge transport path-
ways.

In conclusion, LES is validated as an efficient and re-
liable method for analyzing macroscopic EC turbulence
phenomena. Nonetheless, DNS remains indispensable for
detailed investigations involving small-scale structures and
high-frequency intermittency phenomena.
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Abstract- In this work, we present results of a numerical simulation reproducing previous experiments with AC electrified
micro-jets. Numerical studies allow us to access physical magnitudes that are difficult or impossible to measure in experiments.
In particular, we are interested in the structure of the electric potential and field. We compare the results with experimental
data, checking the dependence of the breakup length with the applied electric field via the electric Bond number BoE, and the
frequency of the applied AC voltage.

Keywords- Multiphase flows, Electrokinetics, Droplet microfluidics.

I. INTRODUCTION

Electric forces applied in liquids are especially relevant
in small length scales, making electrokinetics a very active
research field for the control of fluid flows and the manipu-
lation of particles in microfluidic devices [5]. In a previous
paper [1], some of the authors described experiments per-
formed in a microfluidic flow focusing device to produce
water-in-oil droplets. Fig. 1 shows the effect of applying
an AC voltage to a coflow microdluidic system. The con-
tinuous phase is mineral oil containing 5 wt% of the non-
ionic surfactant Span 80 (Sigma-Aldrich), while the dis-
persed phase is an aqueous KCl solution. The viscosity of
the outer liquid (liquid 2) is one hundred times greater than
the viscosity of the inner liquid (liquid 1). Metallic elec-
trodes are placed parallel to the channel walls, while the
conductive phase is grounded. In the absence of an electric
field, the flow rates of each liquid are adjusted in such a way
that liquid 1 breaks down into small droplets near the junc-
tion. The electric conductivity of liquid 2 is much lower
than the electric conductivity of liquid 1. Therefore, when
an AC electric field is applied, a net electric charge appears
at the interface of the liquids. The AC electric field acting
on this surface charge stretches the jet. The length of the
jet increases with increasing applied AC voltage and with
decreasing frequency.

This paper builds on previous work presented in
ISEHD20219 [6] . Our aim is to numerically reproduce this
experiment. Linear stability analysis shows that a purely
normal field acting on the trunk of the jet should have a
destabilizing effect [2]. The presence of a tangential elec-
tric field could explain the stability observed in the exper-
iments. In order to better understand the physics of this
system, we try to reproduce numerically these experimen-
tal results. In this work, we discuss the relevant physical
equations describing the problem, both in dimensional and
non-dimensional form. The non-dimensional parameters
are identified. We also present some preliminary results of
our simulations, showing that we can qualitatively repro-

Figure 1: This series of images from [1] shows the effect of
increasing applied voltage on the jet length. The width of
the channel is 100µm.

duce the observed stretching of the jet when an AC electric
field is applied.

II. PHYSICAL MODEL

A. Dimensional model

Fig. 2 shows the computational domain of the prob-
lem, along with the boundary conditions. The geometry
is axisymmetric. The inner (outer) liquid has mass den-
sity ρ1 (ρ2), dynamic viscosity µ1 (µ2), dielectric constant
ε1 (ε2) and electric conductivity σ1 (σ2). The inner liquid
enters the domain through the left boundary, whereas the
outer liquid enters the domain radially through the cylindri-
cal boundary, next to the left boundary. The inner liquid,
much more conductive than the outer one, is grounded. An
AC electric voltage with frequency f is applied to the outer
cylindrical boundary.

The ohmic relaxation frequency in the experiment is
ωΩ ≈ σ1/ε1, which is of the order of MHz. As the fre-
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Figure 2: Computational domain for the numerical simulation of
the jet subjected to an AC field. The geometry is axisymmetric
around the z axis.

quency of the applied AC is of the order of tens of kHz, the
electric problem is described by the complex charge conser-
vation equation for the complex electric potential and the
complex electric field

∇ · (σ̃∇Ṽ ) = 0, Ẽ = −∇Ṽ . (1)

Here, Ṽ = V R + iV I is the complex electric voltage, V R

and V I are the real and imaginary parts, respectively, and
σ̃ = σ+ iωε is the complex conductivity, i being the imag-
inary unit, and ω = 2πf .

The boundary conditions for the complex voltage Ṽ
are shown in Fig. 1. The upper boundary requires spe-
cial care. In the experiment depicted in Fig. 1, there is
a non-conducting PDMS layer between the metallic elec-
trode where the voltage is applied and the fluid. To take
into account the voltage drop induced by the presence of the
PDMS, we apply a distributed capacitance boundary condi-
tion (see Fig. 3). The AC charge conservation equation at
the boundary between the outer liquid and the PDMS is

σ̃2∇Ṽ2 · n2 = σ̃3∇Ṽ3 · n2. (2)

The voltage gradient in the PDMS is

∇Ṽ3 · n2 =
V0 − Ṽb

h
, (3)

where V0 is the electric voltage applied on the electrode.
As both the oil and the PDMS are very good insulators,
it is σ2,3 ≪ ωε2,3. Therefore, the final expression of the
boundary condition at the top boundary is

ε3
h
V R
∣∣
b
+ ε2n2∇V R

∣∣
b
=
ε3
h
V0, (4)

ε3
h
V I
∣∣∣
b
+ ε2n2∇V I

∣∣
b
= 0, (5)

with Ṽb = V R
∣∣
b
+ i V I

∣∣
b
. These are mixed boundary con-

ditions for the real and imaginary parts of the complex elec-
tric potential.

The Navier-Stokes equations for velocity u and pres-
sure p are

ρ
∂u

∂t
+ ρu · ∇u = −∇p+∇ · (µ (∇u+∇uT )) (6)

+ γ κ δIn+ fE ,

∇ · u = 0. (7)

Figure 3: Boundary between the outer liquid (oil) and the
PDMS dielectric.

The second to last term on the right side in (6) describes the
effect of the capillary force. Here, γ is the surface tension
coefficient, κ is the curvature of the interface, n is the unit
vector perpendicular to the surface and δI is a Dirac delta
centered on the interface. The capillary force is treated as a
volume force, with a scalar function, the tracer f that takes
the value 0 inside liquid 1 and 1 inside liquid 2. This tracer
obeys the advective equation

∂ζ

∂t
+ u · ∇ζ = 0. (8)

The physical properties of the viscosity, µ, electric conduc-
tivity, σ, and dielectric permittivity ε, of the liquids are ex-
pressed as a continuous function of the tracer ζ. The bound-
ary conditions for velocity, pressure, and the tracer function
are shown in Fig. 2.

The last term is the AC electric body force, which can
be computed from the complex Maxwell tensor [3] as

fE =
1

2
Real(∇ ·M). (9)

The complex Maxwell tensor is

M = εE⊗E∗ − 1

2
ε(E ·E∗)U, (10)

where ⊗ represents the tensor product, E∗ is the complex
conjugate of the complex electric field and U is the unit
tensor. There are two sources for the electric force, namely,
the surface free charge and the surface polarization charge
appearing at the interface of the liquids.

B. Non-dimensional equations

We use the following scales

r, z ∼ R, t ∼ ρ2R
2/µ2, |u| ∼ U2, (11)

p ∼ µ2U2/R, V ∼ Vrms, |E| ∼ Vrms/R. (12)

Here, R is the width of the channel, U2 is the average ve-
locity of the outer fluid, and Vrms is the applied RMS volt-
age. The non-dimensional equations are (all magnitudes are
non-dimensional from now on)

ρ
∂u

∂t
+Re ρu · ∇u = −∇p+∇ · (µ (∇u+∇uT ))

+
1

Ca2
κδLn+

2BoE
Ca2

fE , (13)

∇u = 0, (14)
∇ · (σ̃∇V ) = 0. (15)

CONTENTS 41: Numerical Simulation Of AC. . .

132



We assume both liquids to have the same mass density
value. Therefore, ρ̄ = 1. For the non-dimensional dynamic
viscosity it is

µ̄ =

{
µ1/µ2 liquid 1
1 liquid 2 (16)

The non-dimensional boundary conditions are

z = 0 : u =
Ca1
Ca2

µ2

µ1
uz, (17)

n · ∇V R = n · ∇V I = 0,

ζ = 1.

z = L/R : n · uz = ur = 0,

n · ∇V R = n · ∇V I = 0,

n · ∇ζ = 0.

r = 1 : u = −Ca1
Ca2

µ2

µ1
ur,

z ≤ L2/R n · ∇V R = n · ∇V I = 0,

n · ∇ζ = 0.

r = 1 : u = 0,

z > L2/R n · ∇V R,I + Λn · ∇V R,I = (1, 0),

n · ∇ζ = 0.

We are imposing plug inlet velocity profiles for both liquids
for simplicity.

The relevant non-dimensional parameters are

Re =
ρ2U2R

µ2
, Ca1,2 =

µ1,2U1,2

γ
,

BoE =
ε1V

2
rms

2γR
, Λ =

ε2h

ε3R
.

(18)

The typical value of the Reynolds number in the exper-
iments in [1] is Re ≈ 10−3. Therefore, we can neglect the
convective term in the momentum equation in (13). The
numbers Ca1 and Ca2 are the capillary numbers of the in-
ner and outer liquids, respectively. They express the ratio of
viscous and capillary effects. The typical values in [1] are
Ca1 ≈ 10−4−10−3 and Ca2 ≈ 10−2−10−1. The number
Λ describes the influence of the external PDMS dielectric
on the potential drop. Finally, the electric Bond number,
BoE , gives the relative importance of the electric and cap-
illary forces.

III. RESULTS

The numerical calculations were performed with
Basilisk [4]. This is an extension of the C language that
allows for the implementation of numerical schemes in an
easy way. The interface was treated with the VOF tech-
nique, while the hydrodynamic and electric equations were
computed with the finite-volume technique.

Fig. 4 shows the results of the simulations for differ-
ent values of the BoE number, that is, of the applied po-
tential. The values of the physical properties of the liquid

Figure 4: Results of the numerical simulation of the jet
length for f = 100 kHz, Λ = 10 and (from top to bottom)
BoE = 0, 5, 10 and 20. The color represents the magni-
tude of the axial velocity of the fluid. The outer fluid enters
through the portion of the border in magenta color at the
top left corner. The plots are stretched a factor two in the
vertical direction for better visualization.

were µ1 = 1 cP, µ2 = 100 cP, σ1 = 3 × 10−3 S/m,
σ2 = 10−10 S/m, ε1 = 80, ε2 = 2.1, ε3 = 2.5. The
input velocities and the value of the surface tension co-
efficient were chosen so that the capillary numbers were
Ca1 = 1.25× 10−3 and Ca2 = 5× 10−2.

Fig. 4 shows snapshots of the jet when the periodic
breaking regime has been established. The color map cor-
responds to the axial component of the velocity. With no
applied electric field, the system is in the dripping regime,
and the droplets are created next to the inlet boundary of
the outer fluid (in magenta color in the top left corner of
each plot). When the AC voltage is applied, the jet becomes
longer. The other three plots show the jet for BoE =5, 10
and 20, respectively. The calculations were performed with
f = 100 kHz and Λ = 10. The length of the jet increases
with increasing AC applied voltage, as observed in the ex-
periments.

Fig. 5 shows the magnitude of the logarithm of the ab-
solute value of the axial and transverse electric force acting
on the jet. The force is concentrated at the interface be-
tween the two liquids, where the surface density of the free
electric charge and the gradient of permittivity become rel-
evant. The axial electric force stretches the jet, while the
transverse electric force pushes outward, opposing the cap-
illary force.

Fig. 6 shows the time evolution of the jet length in a
simulation with a varying value of the frequency of the AC
voltage. The simulation was performed with BoE = 20 and
the same values for Ca1 and Ca2 as in the previous figure.
The value of the frequency of the AC voltage was increased
after enough time to obtain periodic breaking. The insert
shows the details of the time evolution of the breaking once
the periodic state is established. The repeated maxima cor-
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Figure 5: Logarithmic plot of the magnitude of the axial
(FEz) and transversal (FEr) electric force acting on the
jet. The plots are stretched a factor 4 in the vertical direction
for better visualization.

respond to the maximum length of the jet. The results are
shown for computations with three decreasing elements in
element size ∆. The length of the jet increases with de-
creasing frequency value, down to f = 20 kHz. Below this
value, the breaking becomes more erratic. This behavior is
similar to what is observed in the experiments.

IV. CONCLUSION

This paper presents a numerical simulation of AC elec-
trified micro-jets in a flow-focusing device, building upon
previous experimental and numerical work. The purpose
of the study was to compute the values of physical magni-
tudes, particularly the structure of the electric potential and
field, which are challenging to measure experimentally. The
physical model and special treatment of the electric bound-
ary conditions have been described. The numerical results
successfully reproduce the observed stretching of the jet
with increasing magnitude of the applied AC voltage and
decreasing frequency, down to a critical frequency at which
this behavior changes. The simulations also show that the
electric force is concentrated at the liquid interface, with the
axial component stretching the jet and the transverse com-
ponent opposing the capillary force.

In future work, we will study in detail the correlation
between the electric force and the jet behavior. In particu-
lar, we will compare the results of these numerical compu-
tations with the transmission line model of the jet described
in [1].
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I.  INTRODUCTION 

Electrohydrodynamics (EHD) is a field of science that 

studies the flow of liquids under the influence of an 

electric field. EHD flow can occur only if an electric force 

acts on the liquid dielectric. In particular, this can happen 

if there is an uncompensated charge within the liquid 

volume. Two main mechanisms of charge generation in 

liquid dielectrics are considered to be ion injection from 

electrode surfaces and dissociation of ion pairs within the 

liquid. 

Mathematical modeling in this area is based on 

solving a system of differential equations that describe the 

distribution of the electric field, charge transport, and fluid 

motion. The main equations include the Navier–Stokes 

equation coupled with the continuity equation, the 

differential form of Gauss's law, and the Nernst–Planck 

equations for the concentrations of ionic species: 

𝛾 (
𝜕𝒗

𝜕𝑡
+ (𝒗, 𝛁)𝒗) = −𝛁𝑝 + 𝜂∆𝒗 + 𝜌𝑬 (1) 

(𝛁, 𝒗) = 0 (2) 

(𝛁, εε0𝑬) = 𝜌, 𝑬 = −𝛁𝜑 (3) 

𝜕𝑛±

𝜕𝑡
+ (𝛁, 𝒋±) = 𝑊0𝐹(𝐸) − αr𝑛+𝑛− (4) 

where 𝒗—velocity, 𝑬—electric field strength, 𝑝—

pressure, 𝜌—volumetric charge density,  𝛾—density, 𝜂—

dynamic viscosity, 𝜑—electric potential, ε—relative 

permittivity, ε0—electric constant, 𝑛±—concentration of 

positive and negative polarity ions, 𝒋±—ion flux density, 

𝑊0—dissociation intensity in the absence of the electric 

field, 𝐹(𝐸)—dissociation intensity enhancement function 

due to electric field (Onsager function), αr—

recombination coefficient. Expression for ion flux density: 

𝒋± = ±𝑛±𝑏±𝑬 − 𝐷±∇𝑛± + 𝑛±𝒗 (5) 

where 𝑏±—mobility of ions, note that here and further the 

charge of ions is considered to be equal to ±𝑒, where 𝑒—

elementary charge. 𝐷±—the diffusion coefficient. 

Ion injection is a surface charge generation 

mechanism and, therefore, is incorporated into 

computational models as a boundary condition on the ion 

concentration or ion current density in the Nernst–Planck 

equation. 

The generation of ions due to dissociation in the 

volume is described by the Onsager function. The Onsager 

function is described as follows: 

𝐹(𝐸) =
𝐼1(4𝜗)

2𝜗
, 𝜗 = √

𝑟𝑏

𝑙𝐸

, 𝑙𝐸 =
2𝑘𝐵𝑇

𝑒𝐸
(6) 

where 𝐼1—modified Bessel function of the first order first 

kind, 𝑙𝐸—ratio of thermal energy and Coulomb force, 𝑟𝑏—

Bjerrum radius [1]: 

𝑟𝑏 =
𝑒

8𝜋 εε0𝑘𝐵𝑇
(7) 

The Bjerrum radius is an important characteristic 

length scale in the processes of dissociation and 

recombination. It corresponds to the distance between an 

ion pair at which the energy of their electrostatic 

interaction equals the thermal energy. This is the distance 

at which two oppositely charged ions can recombine into 

an ion pair under the influence of electrostatic attraction. 

Debye derived the value of the recombination 

coefficient by estimating the collision frequency of an ion 

undergoing both Brownian motion and electrostatic 

interaction with surrounding ions: 

Problem Of Recombination Coefficient Specified By The Langevin Formula 

When Describing EHD Flows 
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Abstract- Electrohydrodynamic (EHD) flows are often modeled using the Langevin recombination coefficient, 

expressed as α = e(b+ + b–)/εε₀, where b+ and b– are the mobilities of positive and negative ions, respectively. This 

study examines the limitations of the Langevin formula and the need for its modification. We analyze discrepancies 

between experimental and numerical results by comparing current–voltage (I–U) and flow rate–pressure (Q–P) 

characteristics for three distinct EHD configurations: (1) a “plane–six wire–plane” setup, (2) an EHD pump with 

a perforated metallized insulating barrier, and (3) an EHD pump with a conical hole in a dielectric barrier. Two 

dielectric liquids are used: transformer oil GK-1700 mixed with 23% cyclohexanol, and dodecane containing 10% 

Span 85. In all configurations, numerical simulations based on the unmodified Langevin coefficient significantly 

overestimate both current and flow compared to experimental data. A 14-fold reduction in the Langevin coefficient 

yields good agreement between simulation and experiment for the I–U characteristic of the “plane–six wire–plane” 

setup, and for I–U and Q–P characteristics of the EHD pump with a hole in the metallic barrier. This correction 

also improves the I–U agreement for the system with a hole in the dielectric barrier, though it does not fully resolve 

discrepancies in the corresponding Q–P characteristics, despite significantly affecting them. 
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𝛼𝑟 =
𝑒(𝑏+ + 𝑏−)

𝜀𝜀0

(1 − 𝑒−
𝑟𝐵
𝑎 ) (8) 

where a—ion radius. Since many nonpolar liquids have a 

dielectric permittivity close to 2, the characteristic value 

of the Bjerrum radius at a temperature of 20 °C is 

𝑟𝑏 = 28 nm. In turn, the characteristic size of ions is on the 

order of 1 nm. Thus, in the case where 𝑟𝑏≫ a, we arrive at 

the Langevin relation for the recombination coefficient in 

gases: 

𝛼𝑟 =
𝑒(𝑏+ + 𝑏−)

𝜀𝜀0

(9) 

In [2], it was observed that the addition of 

surfactant molecules (such as Span 85) leads to the 

surrounding of ions by surfactant molecules and the 

formation of reverse micelles (Fig. 1). Thus, in solutions 

of nonpolar liquids with surfactants, reverse micelles, 

whose size can be an order of magnitude larger than that 

of bare ions (~10 nm), act as the charge carriers. This 

significantly hinders recombination processes and makes 

the use of the Langevin relation inappropriate. 

 
Fig. 1. Illustration of dissociation and recombination processes: 

(a) without the addition of surfactant molecules and (b) with the 

addition of surfactant molecules. Taken from Sukh, 2012 [2]. 

In the present work, we investigate whether the 

Langevin expression (9) overestimates the ion 

recombination coefficient. To this end, we rely on data 

from Refs. [3]–[5], which report both experimental 

measurements and numerical simulations based on the 

classical Langevin formulation. Our goal is to determine 

the effective value of the recombination coefficient that 

ensures agreement between experimental and numerical 

results. Specifically, we introduce a correction factor 𝑘𝐿 ∈
[0,1], applied to the original Langevin coefficient during 

numerical calculations, and examine its influence on the 

accuracy of the modeled results: 

αr = 𝑘𝐿

𝑒(b+ + b−)

εε0

(10) 

 

II. INSTALLATIONS AND MODELS 

Three experimental setups were analyzed: 

1. "plane–six wires–plane" cell, 

2. EHD pump with a conical hole in the dielectric, 

3. EHD pump with a cylindrical hole in the dielectric 

barrier. 

Numerical modeling was performed for each system. 

The "plane–six wires–plane" configuration was 

studied in [3]. The working liquids were: 1) transformer 

oil GK-1700 with the addition of 23% cyclohexanol, with 

a low-voltage conductivity σ0 = 1.1⋅10−8 S/m; 2) dodecane 

with 10% Span 85, with a low-voltage conductivity σ0 = 

8⋅10-9 S/m. At these conductivity values, the primary 

contribution to the current characteristics is made by the 

Onsager effect. 

The EHD pump system based on a holed metal-clad 

insulation barrier pair was described in [4]. A feature of 

the system is the focusing of electric field lines inside the 

holes, which increases the electric field strength and 

activates charge formation processes. Dodecane with 10% 

Span 85 was used as the working dielectric liquid with a 

conductivity of 8⋅10-9 S/m. The Onsager effect is believed 

to be the dominant charge formation mechanism in the 

pump with some injection contribution. 

The system with an EHD pump with a conical hole in 

the dielectric barrier was considered in [5]. The basic idea 

of the installation is EHD pump operating due to the Wien 

effect in a conical hole located in the solid insulation 

barrier. GK-1700 transformer oil with the addition of 23% 

cyclohexanol (C6H11OH) is used as the working liquid. 

For the pump configurations, both current–voltage (I–

U) and flow rate–pressure (P–Q) characteristics were 

obtained. In both instances, the numerical simulations 

overestimated the values compared to the experimental 

data. In the case of the wire system, the current predicted 

by the numerical simulation was also higher than the 

experimentally measured current. 

 

II. RESULTS 

Fig. 2 presents the current–voltage characteristics of 

the "plane–six wires–plane" system, obtained from both 

experimental measurements and numerical simulations. 

Applying a correction to the Langevin coefficient with 

𝑘𝐿=0.07 yields a significantly improved agreement 

between the two sets of data, consistently across both 

dielectric liquids. Notably, the measured currents for 

opposite polarities were identical in both dodecane and 

transformer oil, suggesting that the observed high-voltage 

conductivity is primarily driven by enhanced dissociation 

(the Wien effect). 

For dodecane, the difference between the experiment 

and the corrected simulation agrees slightly worse than for 

the case of GK-1700. This difference can be explained, 

possibly, by the higher concentration of reverse micelles 

when adding the surfactant Span 85 to dodecane than is 

present in transformer oil with the addition of 

cyclohexanol. 

Figs. 3 and 4 show the current–voltage and flow rate–

pressure characteristics for the EHD pump with a holed 

metal-clad insulation barrier. As in the "plane–six wires–

plane" system, when the recombination coefficient is 

lowered, the total current in the system decreases (Fig. 3). 

At the maximum voltage, the differences decreased from 

127% to 30%, which significantly improved the 

agreement between the characteristics in the experiment 

and the computer model. In the voltage range up to 12 kV, 

CONTENTS 42: Problem Of Recombination Coefficient. . .

136



 

 

the computer model yields values slightly lower than those 

in the experiment. 

 
a 

 
b 

Fig. 2. (a) experimental current–voltage characteristics in 

the “plane‒six wires‒plane” system for dodecane with 10% Span 

85 and (b) transformer oil GK-1700 with 23% cyclohexanol for 

two polarities and with extrapolated linear sections. 

Let us consider the comparison of the Q‒P 

characteristic, but supplemented with a calculation in the 

computer model for the lowered recombination. The 

correspondence of the mechanical characteristics has 

significantly improved. At the pressure maximum for both 

16.6 and 21 kV, the head in the model and in the 

experiment fully coincided. At the maximum flow rate, 

there remains a slight difference of about 20%. The fact 

that the difference is manifested only for the flow rate 

suggests that it is associated with the difference in 

hydraulic resistances in the experiment and modeling. 

Possibly, there is an influence of the non-alignment of 

holes relative to each other. 

Figs. 5 and 6 show the current–voltage and flow rate–

pressure characteristics for an EHD pump with a conical 

dielectric barrier. The correction to the recombination 

coefficient was used in the same way as for the previously 

described systems. It is evident that the current obtained 

using the numerical study became closer to the 

experimental values (Fig. 5). At the same time, the Q‒P 

characteristic became significantly lower than the 

experimental one, despite the fact that the slope angle 

began to match. It is worth noting that the recombination 

underestimation coefficient of different liquids and 

impurities does not have to match. It is possible to select 

such a coefficient 𝑘𝐿 so that the match is better. 

 
Fig. 3. Experimental and numerical current–voltage 

characteristics for 𝑘𝐿 = 1 и 𝑘𝐿 = 0.07. EHD pump system with 

metal barriers. 

 
 

Fig. 4. Numerical and experimental Q‒P characteristics for 16.6 

and 21.4 kV. EHD pump system with metal barriers. 

 
Fig. 5. Experimental and numerical current–voltage 

characteristics for 𝑘𝐿 = 1 and 𝑘𝐿 = 0.07. EHD pump system 

with dielectric barrier. 
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Fig. 6. Numerical and experimental Q‒P characteristics. 

EHD pump system with dielectric barrier. 

V. CONCLUSION 

This study provides independent confirmation of 

hypothesis that the recombination coefficient is lower than 

the value predicted by the Langevin relation. 

For all systems considered — the "plane–six wires–

plane" configuration, the EHD pump with a metallic 

barrier, and the EHD pump with a dielectric barrier — 

reducing the Langevin coefficient by approximately a 

factor of 14 resulted in significantly better agreement 

between the numerically simulated and experimental 

current–voltage characteristics. At the same time, for this 

value of the Langevin coefficient, the Q–P characteristic 

showed good agreement in the case of the EHD pump with 

metallic barrier, but not for the EHD pump with the 

dielectric barrier. This discrepancy requires further 

investigation. 
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I.  INTRODUCTION 
 

Electrohydrodynamics (EHD) is an interdisciplinary 

field that studies the interaction between electric fields and 

fluids. The complex coupling of governing equations, 

diverse bifurcation phenomena, and broad application 

prospects in heat transfer enhancement have attracted 

significant research interest. When thermal effects are 

considered in EHD, the problem becomes electro-thermal-

convection (ETC). The interaction between electric and 

flow fields occurs through multiple pathways, the most 

significant of which involves free charges in the fluid 

medium and the resulting Coulomb force. In liquid media, 

free charges can be generated either from charge injection 

(due to electrochemical reactions at the electrode-fluid 

interface under high voltage) or from charge dissociation 

(due to the presence of electrolytes). 

Buoyancy-driven natural convection is a fundamental 

problem with both scientific significance and industrial 

applications. Among the various characteristics of natural 

convection, heat transfer efficiency is one of the most 

crucial properties. In some cases, enhancing heat transfer 

is necessary to reduce internal system temperatures, while 

in others, suppressing heat transfer is required to minimize 

thermal losses. When an electric field is applied to a 

natural convection system, it introduces an additional 

volumetric force, the Coulomb force, which significantly 

alters the flow structure and heat transfer efficiency of the 

natural convection.  

In recent decades, many numerical and experimental 

investigations of electro-thermal-convection have been 

reported. Experimental studies by Atten et al. [1] on 

electrothermal convection demonstrated that the Nusselt 

number (Nu), a key indicator of heat transfer efficiency, 

can increase by an order of magnitude under an applied 

electric field compared to pure natural convection. Yan et 

al. [2] numerically investigated electro-thermal-

convection in a sidewall-heated cavity and found that non-

uniform electric fields further enhance heat transfer 

efficiency. Peng et al. [3] studied bifurcation phenomena 

in 3D cubic electrothermal convection, obtaining both 

linear and nonlinear critical thresholds of the system. 

Although numerous studies on electro-thermal- 

convection have been conducted, most existing works 

focus on the charge injection mechanism. In addition, 

previous studies considering the conduction mechanism 

have predominantly employed two-dimensional models, 

which exhibit significant deviations from realistic three-

dimensional systems. Therefore, this study extends 

previous work to investigate the effects of electric fields 

on natural convection in a three-dimensional cubic cavity. 

The remainder of this paper is organized as follows: 

Section II describes the physical problem and presents the 

governing equations with corresponding boundary 

conditions. Section III presents and discusses the results. 

Finally, Section IV provides the concluding remarks. 

 

II. MATHEMATICAL MODEL 

 

A. Problem description 

 

As illustrated in Figure 1, a three-dimensional cubic 

cavity with length, width, and height of L is filled with a 

dielectric liquid. The right electrode plate is grounded at a 

potential V₀ and maintained at ambient temperature θ₀, 

while the left electrode plate is kept at a high voltage V₁ 

and a constant high temperature θ₁. The dielectric liquid is 

assumed to be a Newtonian, incompressible fluid whose 

properties (except density) remains invariant with respect 

to both temperature and electric field intensity. 

Furthermore, the electric current in the dielectric liquid is 

sufficiently weak to render both magnetic effects and 

Joule heating negligible. 
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Fig. 1.  Sketch of ETC problem in a cubic box. 
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B.  Governing equations 

 

The conduction model adopted here refers to the work 

of Atten et al. [4]. The dissociation recombination of weak 

electrolyte in liquids is the only way to generate charges, 

which is a reversible process expressed as: 

 
2( )eq eq

D R p n R eqk c k N N k N= =     (1) 

 

where c denotes the concentration of neutral molecules, 

Np
eq and Nn

eq represent the equilibrium concentrations of 

positive and negative ions, respectively. kD and kR are the 

dissociation and recombination rate, respectively. Notably, 

the electroneutrality condition of the solution is Np
eq = Nn

eq 

= Neq. Under the influence of an external electric field, the 

charge transport equation can be expressed as: 

 
𝜕𝑁𝑝

𝜕𝑡
+ 𝛻 ⋅ 𝐽+⃗⃗  ⃗ = 𝑘𝐷𝑁𝑝𝑁𝑛 − 𝑘𝑅𝑁𝑝𝑁𝑛 (2) 

𝜕𝑁𝑛

𝜕𝑡
+ 𝛻 ⋅ 𝐽−⃗⃗  ⃗ = 𝑘𝐷𝑁𝑝𝑁𝑛 − 𝑘𝑅𝑁𝑝𝑁𝑛 (3) 

 

where the positive and negative electric current densities 

can be expressed as: 

 

𝐽+⃗⃗  ⃗ = �⃗� 𝑁𝑝 + 𝐾+𝑁𝑝𝐸 − 𝐷+𝛻𝑁𝑝 (4) 

𝐽−⃗⃗  ⃗ = �⃗� 𝑁𝑛 − 𝐾−𝑁𝑛�⃗� − 𝐷−𝛻𝑁𝑛 (5) 

 

Here, K+ and K- represent the mobility of positive and 

negative ions, respectively, while D+ and D- denote their 

corresponding diffusion coefficients. The vector �⃗�  
indicates the fluid velocity. In this study, we consider the 

case where the mobilities and diffusion coefficients of 

positive and negative ions are equal, i.e., K+ = K- = K and 

D+ = D- = D. We can derive the electric field expression 

from Maxwell's equations as: 

 

𝛻 ⋅ (𝜀�⃗� ) = 𝑁𝑝 − 𝑁𝑛  (6) 

�⃗� = −𝛻𝑉  (7) 

 

where V, �⃗� , and   represent the voltage, electric field 

intensity, and dielectric permittivity, respectively.  

Furthermore, this study accounts for the Onsager-Wien 

effect, where the kR remains constant and the kD exhibits 

significant enhancement with increasing electric field 

strength. The relationship between the kD and electric field 

intensity is given by: 

 

𝑘𝐷(�⃗� ) = 𝑘𝐷0
(1 + 2𝛾|�⃗� |) (8) 

𝛾 = 𝑒3/(16𝜋𝜀𝑘𝐵
2𝜃2)  (9) 

 

Here, kB is the Boltzmann constant, e denotes the 

elementary charge, and θ is the absolute temperature. In 

addition, the governing equations include the continuity 

equation, momentum equation, and energy equation: 

 

𝛻 ⋅ �⃗� = 0  (10) 

𝜌(
𝜕�⃗⃗� 

𝜕𝑡
+ 𝛻 ⋅ (�⃗� �⃗� )) = −𝛻𝑝 + 𝜌𝑔 + 𝜇𝛻2�⃗� + 𝐹𝑒 (11) 

𝐹𝑒 = (𝑁𝑝 − 𝑁𝑛)�⃗�   (12) 

( )Tu D
t


 


+  =   



r
 (13) 

 

where  , p , 𝑔 ,  , 
TD ,  denote the density, pressure, 

gravitational acceleration vector, dynamic viscosity, 

thermal diffusivity, and thermal expansion coefficient, 

respectively. To derive the dimensionless governing 

equations, the following characteristic scales are 

employed: 

 

𝑥𝑖
∗ =

𝑥𝑖

𝐿
; 𝑡∗ =

𝑡𝐾0(𝑉1 − 𝑉0)

𝐿2
; 𝑢𝑖

∗ =
𝑢𝑖𝐿

𝐾0(𝑉1 − 𝑉0)
; 

𝑝∗ =
𝑝𝐿2

𝜌𝐾0
2(𝑉1 − 𝑉0)

2
; 𝑁𝑝

∗ =
𝑁𝑝

𝑁𝑒𝑞

; 𝜃∗ =
𝜃 − 𝜃0

𝜃1 − 𝜃0

; 

𝑉∗ =
𝑉 − 𝑉0

𝑉1 − 𝑉0

; 𝐸∗ =
𝐸𝐿

𝑉1 − 𝑉0

;  𝑁𝑛
∗ =

𝑁𝑛

𝑁𝑒𝑞

. 

 

The dimensionless governing equations are: 

 
𝜕𝑁𝑝

𝜕𝑡
+ 𝛻 ⋅ ((�⃗� + 𝐾�⃗� )𝑁𝑝) = 𝛼𝛻 ⋅ (𝛻𝑁𝑝) +

2𝐶0(𝐹(𝑏) − 𝑁𝑝𝑁𝑛)  (14) 
𝜕𝑁𝑛

𝜕𝑡
+ 𝛻 ⋅ ((�⃗� + 𝐾�⃗� )𝑁𝑛) = 𝛼𝛻 ⋅ (𝛻𝑁𝑛) +

2𝐶0(𝐹(𝑏) − 𝑁𝑝𝑁𝑛)  (15) 

𝛻(𝛻𝑉) = −𝐶0(𝑁𝑝 − 𝑁𝑛)  (16) 

�⃗� = −𝛻𝑉   (17) 

𝛻 ⋅ �⃗� = 0  (18) 
𝜕�⃗⃗� 

𝜕𝑡
+ 𝛻 ⋅ (�⃗� �⃗� ) = −𝛻𝑝 + 𝛻2𝛻�⃗� +

𝑅𝑎

𝑃𝑟𝑅𝑒2
𝑒𝑦⃗⃗⃗⃗ 𝜃 +

𝑀2(𝑁𝑝 − 𝑁𝑛)𝐶0�⃗�   (19) 

𝜕𝜃

𝜕𝑡
+ �⃗� ⋅ 𝛻𝜃 =

1

𝑃𝑟𝑅𝑒
𝛻2𝜃 (20) 

 

C.  Boundary conditions 

 

 (𝑥 = 0)：  

𝑢 = 𝑣 = 𝑤 = 0; 𝑉1 = 1; 𝜃1 = 1; 
𝜕𝑁𝑛

𝜕𝑥
= 0;𝑁𝑝 = 0; 

 (𝑥 = 1)： 

𝑢 = 𝑣 = 𝑤 = 0; 𝑉0 = 1; 𝜃0 = 1; 
𝜕𝑁𝑝

𝜕𝑥
= 0; 𝑁𝑛 = 0; 

 (𝑦 = 0, 1) and (𝑧 = 0, 1)： 

𝑢 = 𝑣 = 𝑤 = 0; 
𝜕𝑉

𝜕𝑦
= 

𝜕𝜃

𝜕𝑦
=  

𝜕𝑁𝑝

𝜕𝑦
= 

𝜕𝑁𝑛

𝜕𝑦
= 0. 

 

III. RESULTS 
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This work mainly focuses on the saturation regime 

with C0 varying from 0.05∼0.2 and the driving parameter 

Ra varies from 103∼105. In this study, the non-dimension 

numbers Pr and M are set as157.1 and 54.1according to 

the physical properties of transform oil. 

 

A. The flow characteristics of ETC 

 

Figure 2 presents the variation of the maximum 

velocity magnitude U𝑚𝑎𝑥=|�⃗� |𝑚𝑎𝑥 within the computational 

domain as a function of the Rayleigh number Ra for 

different conduction numbers C0. Within the parameter 

range considered in this study, the applied electric field 

consistently leads to suppression of flow intensity, with 

the suppression effect becoming more significant at higher 

C0. The Umax exhibits distinct scaling behavior with Ra. At 

low Ra values, Umax demonstrates a weak dependence on 

Ra (shallow slope). As Ra increases, the slope initially 

grows, reaching a maximum before gradually decreasing. 

The flow field structures under different control 

parameters are presented in Figure 3. The domain is 

divided by the line x = y = 0.5, with the vertical velocity 

component w > 0 (upward flow) in the region z < 0.5 and 

w < 0 (downward flow) in z > 0.5. For a given conduction 

number C0, the flow intensity significantly increases with 

increasing Ra. Specifically, as Ra increases, the vertical 

velocity v profile at the y = 0.5 plane becomes narrower. 

Therefore, the effective cross-sectional area for fluid 

transport across the y = 0.5 plane gradually decreases. 

Furthermore, at fixed Ra values, the flow intensity 

exhibits attenuation with higher C0. Notably, for Ra = 

10×10³ and 50×10³ cases, increasing C0 leads to expansion 

of the effective flow area penetrating the y = 0.5 plane. 

Figure 4 presents the distribution of dimensionless 

physical quantities on the cross-section z = 0.5 at steady 

state for Ra = 10×10³ and C0 = 0.1. The negative charges 

accumulate near the high-voltage electrode, while the 

positive charges concentrate around the grounded 

electrode. The ETC causes the fluid to transport both 

positive and negative charges, resulting in asymmetric 

charge distributions. In addition, the Coulomb force 

generates a torque opposing the fluid rotation, therefore 

suppressing the fluid motion. To characterize the torque 

magnitudes generated by electric field forces and 

buoyancy forces, dimensionless electric torque Te and 

buoyancy torque Tb relative to the cubic cavity center are 

defined as: 

 

𝑇𝑒 = ∫𝑟 × (𝜌𝑒�⃗� ) 𝑑𝑥𝑑𝑦𝑑𝑧/(𝜌𝑒�⃗� 𝐿
4) (21) 

𝑇𝑏 = ∫𝑟 × (−𝜌𝑔 𝛽𝜃)𝑑𝑥𝑑𝑦𝑑𝑧/(𝜌𝑒�⃗� 𝐿
4) (22) 

 

The values of Te and Tb under different parameters are 

provided in Table 1. Here, we define that a positive 

torque drives the fluid in a clockwise rotation, whereas a 

negative torque induces a counter-clockwise rotation. As 

showed in Table 1, with increasing C0, the Te gradually 

increases while the Tb decreases, leading to a reduction in 

the ratio of Tb/|Te|. 

 

 
 

Fig. 2.  The relationship between Umax and Ra. 

 
 

Fig. 3.  Velocity and streamline contours for different parameters. 

 
 

Fig. 4.  The contour chart of each dimensionless physical quantity 

for Ra = 104 and C0 = 0.1: (a) Net charge density; (b) Horizontal 

electric field; (c) Horizontal Coulomb force; (d) The direction of 

velocity and horizontal Coulomb force in different regions. 

CONTENTS 43: Numerical Analysis Of Three-Dimensional. . .

141



 

 

 

 
Table 1 Electric torque and buoyancy torque for 𝑅𝑎 = 2 × 104. 

C0 0.05 0.1 0.2 

Tb 6.55 × 10−3 3.69 × 10−3 2.26 × 10−3 

-Te 9.19 × 10−4 1.28 × 10−3 1.61 × 10−3 

Tb/|Te| 7.13 2.88 1.40 

 

B. The heat transfer characteristics of ETC 

 

Figure 5 presents the average Nusselt number Nu on 

the high-voltage electrode under different control 

parameters. Generally, as the Ra increases, the 

temperature difference between the two electrodes 

enlarges, the flow intensity strengthens, and the 

convective heat transfer becomes more effective, leading 

to a higher value of Nu. For the electrode configuration 

considered in this study, the applied electric field reduces 

the average Nu, indicating that the electric field suppresses 

the heat transfer process, which is consistent with 

experimental observations [5]. Figure 6 shows the 

temperature distribution under typical parameters. At Ra 

= 1 × 103, the lower temperature difference between 

electrodes and weak flow intensity result in a thick thermal 

boundary layer. As C0 increases, the boundary layer 

further thickens, thereby causing Nu to decrease. In cases 

with Ra = 10 × 103 and 50 × 103, the stronger flow 

intensity leads to more pronounced temperature gradients 

and thinner thermal boundary layers, enhancing 

convective heat transfer.  

 

IV. CONCLUSION 

 

This study numerically investigates the ETC 

characteristics in a three-dimensional cubic cavity. The 

applied electric field was found to suppress flow intensity, 

with this effect strengthening as the C0 increases. Results 

demonstrated that increasing C0 will enhance electric 

torque while weaken buoyancy torque. Furthermore, the 

electric torque acts in opposition to the buoyancy torque, 

thereby generating a counteracting effect that suppresses 

fluid motion and consequently reduces the overall flow 

intensity. Finally, a quantitative analysis of the heat 

transfer characteristics is provided. Within the parameter 

range of the study, the external electric field will decrease 

the Nu compared with the case of natural convection.  
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Fig. 5.  The variation of Nu with Ra. 

 
 

Fig. 6.  Isothermal surface for different governing parameters. 
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I.  INTRODUCTION 
 

Dielectric Barrier Discharge Plasma Actuator (DBD-

PA) is one of fluid control devices consisting of a 

dielectric sandwiched between AC high voltage electrode 

and a ground electrode (Fig. 1a). When high AC voltage 

(several kV, several kHz) is applied between the 

electrodes, Dielectric Barrier Discharge occurs, and jets 

are produced due to the electrohydrodynamic (EHD) force. 

From the perspectives of expanding the control range and 

increasing control capability, configurations that integrate 

multiple DBD-PA called Array-type PA are proposed. 

Due to their high control performance, they have attracted 

significant attention. It was reported that one of the 

parameters affecting the performance of Array-type PA is 

the distance between AC electrodes λ. Previous studies 

have investigated Facing-PA (Fig. 1b), which focuses on 

a pair of Array-type PA, and have reported that varying λ 

leads to changes in jet vorticity as well as discharge 

intensity—under certain conditions, the discharge 

intensity is enhanced compared to that of Single-electrode 

PA [1-2]. Especially, the significant enhancement of the 

negative-polarity discharge, which plays a major role in 

increasing jet strength, was observed. This suggests that it 

may have a considerable impact on the jet performance. 

However, no studies have yet investigated the mechanism 

in detail, and the mechanism has not been clarified.  

This study aims to clarify the discharge enhancement 

mechanism of Facing-PA. It is hypothesized that the 

enhancement is caused by the strengthening of the electric 

field due to surface charging on the Facing-PA, and the 

influence of the electric field during Facing-PA operation 

is investigated. To investigate this hypothesis, Pockels 

measurement—an optical technique for visualizing 

electric potential distributions—are conducted for various 

λ. To perform these measurements, a Pockels crystal, 

which exhibits anisotropy in its constant response to an 

external electric field, must be used as the dielectric of the 

Facing-PA. In this study, the electric potential distribution 

obtained from the Pockels measurements is discussed in 

comparison with flow velocity fields and visible-light 

measurements of discharge emission, with the aim of 

clarifying the mechanism of discharge enhancement. 

 

 
Fig. 1 Schematic of DBD-PA. 
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Abstract- Dielectric Barrier Discharge Plasma Actuator (DBD-PA) is a fluid control device consisting of only 

two electrodes separated by a dielectric. Facing-PA, which has an additional AC electrode, is known to enhance 

discharges compared to general DBD-PA when the distance between AC electrodes is appropriate. This enhancing 

mechanism is due to an increased electric charge on the dielectric surface compared to that of the conventional 

DBD-PA.  This study aims to understand how electric charges affect Facing-PA discharge. To achieve this aim, we 

investigated the length of visible-light of discharge, flow field, and surface charging of Facing-PA via direct camera 

imaging, the Particle Image Velocimetry (PIV), and the Pockels measurement. From the length of visible-light of 

discharge and velocity field measurements, it was found that the discharge strength and momentum flow rate 

varied and peaked when the distance between the AC electrodes was varied.  The results of the potential 

distribution measurements confirmed a further charge accumulation and electric field enhancement effects in the 

Facing-PA.  This result suggests that, the strengthening of the electric field due to the accumulation of charge 

contributed to the enhanced discharge. 
 

Keywords- Plasma actuator, Dielectric Barrier Discharge, Pockels effect. 
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Fig. 2 Schematic of Facing-PA. 

 

II. METHODOLOGY 

 

A.  Facing-PA 

 

 The configuration of Facing-PA is shown in Fig. 3. 

We used a 1 mm-thick Pockels crystal, Bi4Ge3O12 (BGO), 

as the dielectric material. For the AC electrodes, we used 

0.04 mm-thick copper tape with a serrated edge to promote 

uniform discharge, and for the ground electrode, we used 

indium tin oxide (ITO), a transparent electrode. The AC 

electrode length in the spanwise direction is 30 mm. The 

surface on the AC electrode side of the dielectric is mirror 

polished. The applied voltage waveform was a 5 kHz, 10 

kVpp sinusoidal waveform, and the distance of AC 

electrodes λ varied from 4 to 20 mm. 

 

B.  Visible-light Measurement of Discharge Emission 

 

 We conducted visible-light imaging of the discharge 

emission using a digital single-lens reflex camera. The 

exposure time was 3 second and the f value was set to f/4. 

The captured images (Fig. 4) were converted to grayscale, 

and the luminance values were averaged over 26 mm span 

in the electrode-span direction to obtain luminance 

profiles (Fig. 5). We defined the discharge extension 

length as the distance along the profile where the 

luminance value remained above 5.0 and used this metric 

for comparison. 

 

 

 

C.  Measurement of Flow Velocity Fields  

 

 We measured the flow velocity field using Particle 

Image Velocimetry (PIV). An Nd-YAG laser was used as 

the light source, and an sCMOS camera was used for 

imaging. Incense smoke was employed as the tracer 

particles. The measurements were conducted for time-

averaged flow fields, and data were acquired three times 

for each of several cross-sectional positions. From the 

time-averaged velocity fields obtained by PIV (Fig. 6), we 

calculated the y-direction momentum flux at a height of 5 

mm and compared the results. 

 

D.  Measurement of Electric Potential Distribution  

 

 We measured the Electric Potential Distribution using 

Pockels measurement [3]. The measurement system 

consisted of an LED, a polarizing beam splitter (PBS), a 

1/8 wave plate, and a high-speed camera (Fig. 7a). 

Measurements were taken at six specific phases of the 

applied voltage waveform: during the rising and falling 

slopes, specifically at the start of the discharge, during the 

discharge, and at the end of the discharge (−0.05π, 0.2π, 

0.45π, 0.95π, 1.2π,     1.45π, Fig. 7b). Two phases were 

measured simultaneously at a frame rate of 10,000 fps. 

The measurements were conducted over 99 discharge 

cycles, and the results from cycles 66 to 99 were phase-

averaged and compared. 

 

  
 

                           
 

Fig. 3 Geometrical configuration of Facing-PA. 

 
Fig. 4 Discharge photographs of Facing-PA. 

 
Fig. 7 Pockels measurement (a) Systems, (b) Phases. 

 
Fig. 5 Definition of discharge extension length. 

 
Fig. 6 Time-averaged velocity field of Facing-PA. 
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Fig. 8 Normalized extension length of Facing-PA.  

 

III. RESULTS 
 

The results for the discharge extension length 

obtained from the visible-light measurement are shown in 

Fig. 8, and the results for the y-direction momentum flux 

obtained from the flow velocity field measurements are 

shown in Fig. 9. The discharge extension lengths are 

normalized by the results of the Single-electrode PA. 

From these results, both the discharge extension length 

and the y-direction momentum flux increase as λ becomes 

larger when λ is small, reach their maximum values at λ = 

14-16 mm, and then begin to decrease. At this point, the 

discharge extension length of the Facing-PA exceeds that 

of the Single-electrode PA, suggesting an enhancement of 

the discharge.  

 The electric potential distributions obtained from the 

Pockels measurements are shown in Fig. 10. Fig. 10a and 

Fig.10b present the results during the rising slope of the 

applied voltage, while Fig. 10c and Fig.10d show the 

results during the falling slope. For each slope condition, 

the results for λ = 8 mm are shown on the left (Fig. 10a 

and Fig. 10c), and those for λ = 16 mm are shown on the 

right (Fig. 10b and Fig.10d). Solid lines represent the 

results from the Facing-PA, and dashed lines represent 

 

 
Fig. 9 Momentum flow of Facing-PA.  

 

those from the Single-electrode PA. First, comparing the 

results during the rising slope of the applied voltage shown 

in Fig. 10a and Fig. 10b, no significant difference is 

observed between the Facing-PA and the Single-electrode 

PA at λ = 16 mm (Fig. 10b). In contrast, at λ = 8 mm (Fig. 

10a), a noticeable upward shift in the potential profile is 

observed near the center region, around λ = 3-5 mm. This 

indicates that a greater amount of charge has accumulated 

in a localized region due to the presence of the opposing 

AC electrode. Next, comparing the results during the 

falling slope (Fig. 10c and Fig. 10d), a similar upward shift 

in the potential profile is observed for λ = 8 mm (Fig. 10c), 

consistent with the trend seen during the rising slope. This 

suggests that the charges accumulated during the rising 

slope remain present into the falling slope period, 

indicating a potential enhancement of the electric field in 

falling slope period due to residual surface charges. 

 Next, the electric field profiles, obtained by calculating 

the gradients of the potential distributions, are presented 

in Fig. 11. In a typical PA operation process, the electric 

field in the positive direction during the rising slope and 

the negative direction during the falling slope accelerates 

charged particles, contributing to discharge generation and 

electrohydrodynamic effects. Therefore, regions where  

 

 
Fig. 10 Electric potential profiles of Facing-PA. 

(a), (b) Rising slope, (c), (d) Falling slope, (a), (c) λ = 8 mm, (b), (d) λ = 16 mm. 
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the electric field is positive during the rising slope and 

negative during the falling slope are of particular interest. 

 Focusing first on the rising slope results in Fig. 11a and 

Fig. 11b, no significant difference is observed for λ = 16 

mm (Fig. 11b) compared to the Single-electrode PA. 

However, at λ = 8 mm (Fig. 11a), a notable reduction in 

the region with strong positive electric field is observed at 

the phase of 0.45π.  h                         h  g  

accumulation, which raises the average potential near the 

center region, thereby reducing the local field gradient. 

 Turning to the falling slope results in Fig. 11c and Fig. 

11d, for λ =     ,  h                    ph     0.95π     

1.2π  pp      h              h          gh     p        

both the Single-electrode PA and the λ = 16 mm condition. 

This indicates an enhanced electric field effect under the λ 

= 8 mm condition. 

 

IV. DISCUSSION 

 

 The observed weakening of the electric field during the 

rising slope and the strengthening during the falling slope 

at λ = 8 mm, as well as the absence of field enhancement 

during the falling slope at λ = 16 mm, do not align with the 

discharge enhancement and performance improvement 

trends obtained from visible-light measurement and flow 

field measurement. One possible reason for this 

discrepancy is that the PA operation may not have reached 

a quasi-steady state during the potential distribution 

measurements. Since the potential distribution was 

measured as an instantaneous field, any deviation from a 

quasi-steady state by the 99th cycle could lead to 

inconsistencies in the results. Future work should involve 

potential distribution measurements over longer time 

scales, as well as detailed analyses such as simultaneous  

imaging of the potential distribution and UV/visible-light 

emissions from the discharge. 

 

 

V. CONCLUSION 
 

To investigate the discharge enhancement mechanism 

of the Facing-PA, visible-light imaging of the discharge, 

flow velocity field measurement, and potential 

distribution measurement were conducted while varying 

the distance between AC electrodes λ. As a result, 

enhanced discharge and improved performance of the 

Facing-PA were observed in the range of λ = 14-16 mm. 

However, enhancement of the electric field was not 

observed at λ = 16 mm, but rather at a smaller distance of 

λ = 8 mm. This discrepancy in λ may be attributed to the 

duration of the potential distribution measurements. 
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Fig. 11 Electric field profiles of Facing-PA. 

(a), (b) Rising slope, (c), (d) Falling slope, (a), (c) λ = 8 mm, (b), (d) λ = 16 mm. 
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I.  INTRODUCTION 
 

Electrostatic precipitators (ESPs) are widely used for 

removing fine particles from gas streams by applying an 

electric charge to the particles and collecting them on 

electrodes under the influence of an electric field [1]. This 

technology has become essential in various fields, 

including air purification, industrial exhaust treatment, 

and aerosol sampling in medical environments. However, 

conventional ESPs often face challenges in effectively 

collecting particles with large inertia or in maintaining 

high efficiency under high-flow-rate conditions. These 

limitations arise because particle motion is predominantly 

governed by electrical forces, which may be insufficient 

for particles with greater momentum. 

To overcome these issues, researchers have explored 

various hybrid mechanisms that enhance particle transport 

toward collecting electrodes. Among these, introducing a 

swirling flow into the main channel has attracted attention 

as a means to generate centrifugal forces acting on 

particles. This approach allows particles with relatively 

high inertia to be directed toward the walls of the device, 

increasing the likelihood of capture. 

In this study, we propose a novel cylindrical 

electrostatic precipitator that combines the Coulomb force 

induced by corona discharge with centrifugal force 

generated by a swirling airflow. The device consists of a 

coaxial double-cylinder structure, where a tangential slit 

nozzle introduces a swirling flow into the annular region. 

A sharp-edged disk electrode located along the axis 

generates a corona discharge, imparting electrical charge 

to airborne particles as they pass through the central region. 

The synergistic effect of centrifugal and electric forces 

promotes efficient particle deposition onto the collecting 

electrodes on the inner wall of the outer cylinder. 

To evaluate the performance of the proposed system, 

numerical simulations were conducted to analyze the flow 

characteristics and particle behavior within the device. In 

addition, experiments were performed to assess the 

collection efficiency under typical operating conditions. 

The results reveal that this hybrid approach provides a 

high collection efficiency even for submicron particles, 

and offers a promising solution for compact and energy-

efficient particle collection systems. 

 

II. METHODOLOGY 

 

Figs. 1(a) and 1(b) show a schematic and dimensional 

overview of the cylindrical electrostatic precipitator 

developed in this study. The device consists of a coaxial 

double-cylinder structure, in which a swirling flow is 

introduced through a slit nozzle at the inlet. Charged 

particles are guided along the outer wall by the combined 

effect of centrifugal and electrostatic forces and are 

collected on the collecting electrodes mounted on the inner 

surface of the outer cylinder. 

The main flow channel is composed of an inner pipe 

and an outer pipe. The outer pipe has an inner diameter of 

50 mm, while the inner pipe has an outer diameter of 10 

mm, resulting in an annular flow region with a radial gap 

of 20 mm. The total length of the cylindrical part is 500 

mm. The collecting electrodes are installed along the inner 

surface of the outer cylinder in the region 75 ≤  𝑧′ ≤475 m, 

where a uniform electric field is formed for particle 

collection. 

Air is introduced tangentially into the annular region 

through a slit nozzle at the inlet, generating a swirling flow 

with a strong tangential velocity component. This swirling 

motion promotes centrifugal force that pushes particles 

toward the outer wall. 

Two sharp-edged disk electrodes are mounted 

coaxially in the annular channel at positions 𝑧′ =125 mm 

and 275mm, respectively. Each disk electrode has a 

diameter of 23 mm and a thickness of 0.3 mm. When a 

high-voltage DC power supply is applied, a corona 

discharge occurs at the sharp edge of each disk, imparting 

electrical charge to particles passing through the central 

region of the channel. 
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Abstract- An electrostatic precipitator is a technology that uses electrical mechanisms to collect dust and 

particles. In this study, a device was developed that generates a swirling flow inside a double cylindrical tube. 

Particles are charged through corona discharge from a disk installed inside the cylinder and are collected on the 

dust-collecting electrode part of the inner wall. Numerical simulations and experiments are used to visualize the 

flow, investigate particle behavior, and measure collection efficiency. 
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A voltage of 16 kV is applied between the disk 

electrodes and the collecting electrodes on the outer wall. 

The discharge current is limited to a maximum of 1 mA to 

ensure stable corona discharge operation. The airflow rate 

through the device is maintained at 0.75 m³/min using a 

blower located downstream of the device. Particles 

entrained in the incoming air are charged as they pass the 

disk electrodes and are subsequently driven toward the 

collecting electrodes by the combined action of swirling-

induced centrifugal force and electrostatic attraction. 

Numerical simulations were conducted to analyze the 

flow field and particle trajectories inside the device. The 

airflow was modeled under steady-state, incompressible 

conditions using a finite-volume-based computational 

fluid dynamics (CFD) solver. Particle motion was 

calculated using a Lagrangian particle tracking approach. 

The particles were assumed to be spherical water droplets 

with a diameter of 1 µm. The particles are given a charge 

of  2.7×10−16 C as they pass through the disk electrode. 

 

 
 

Fig. 1.  Schematic diagram of an electrostatic precipitator. (a) 

Description of each part and (b) dimensions. 
 

III. RESULTS 
 

Fig. 2(a) shows the particle collection distribution 

inside the device obtained from numerical simulations, 

while Fig. 2(b) presents the velocity vector field in the x–

z plane. The slit nozzle introduces a swirling component 

into the flow, which induces centrifugal force acting on 

the particles. As the particles pass through the disk 

electrode inside the cylindrical channel, they are 

immediately charged by corona discharge. Subsequently, 

the charged particles are transported toward the wall and 

collected by the collecting electrodes. 

The particle collection efficiency was found to be 

99.6%. These results confirm that the combined effect of 

swirling flow and electrostatic charging enables efficient 

particle removal. In this study, we developed a novel 

electrostatic precipitator that generates a swirling flow 

inside a double cylindrical tube, charges particles via 

corona discharge from a central disk electrode, and 

collects them at the electrodes on the inner wall of the 

outer cylinder. Numerical simulations demonstrated that 

particles adhered to the collecting electrodes, validating 

the proposed mechanism. 

 
Fig. 2.  Inside the electrostatic precipitator. (a) Distribution of 

collected particles, (b) average velocity distribution 
 

V. CONCLUSION 

This study developed a novel cylindrical electrostatic 

precipitator (ESP) that combines swirling flow and 

corona discharge for efficient particle collection. The 

device features a coaxial double-cylinder structure and 

sharp-edged disk electrodes that charge airborne 

particles. Numerical simulations showed that the 

swirling-induced centrifugal force and Coulomb force 

work synergistically to transport charged particles toward 

the collecting electrodes. The collection efficiency was 

found to be 99.6% for 1 µm particles, confirming the 

effectiveness of this hybrid approach. This compact 

system shows strong potential for applications in air 

purification and aerosol control where high efficiency 

and miniaturization are required. 
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I.  INTRODUCTION 
 

Ionic liquid electrospray thrusters (ILETs) are a type 

of space electric propulsion offering high specific impulse 

and precise thrust control. In these thrusters, conductive 

liquids like ionic liquids form Taylor cones under strong 

electric fields, emitting charged droplets or ions from the 

cone tips[1]. After emission, particles spread due to 

electrostatic repulsion, forming a beam. Particles with 

large off-axis angles may collide with the extractor grids, 

leading to the accumulation of ionic liquid (Fig. 1). This 

droplet deposition can degrade grid performance and is 

considered a key factor limiting thruster lifetime[2]. 

Research on the specific collision processes between 

particles and the grid forms the basis of electrospray 

lifetime models.  

Due to the small scale of collision particles in 

electrospray processes, most related studies employ 

molecular dynamics (MD) simulation methods. Saiz et al. 

conducted MD simulations on the impacts of an 

electrospray ionic liquid nanodroplet with ceramic surface 

at high velocities (~ km/s), primarily focusing on 

sputtering, surface amorphization, and crater formation, 

with simulation results aligning well with experimental 

data[3]. However, the simulation did not consider the 

effects of an external electric field, droplet charge, and 

atomic-level molecular detail. These conditions make the 

study more applicable to fields such as electrospray 

coating rather than electrospray propulsion. 

Beyond electrospray-specific studies, research on 

high-speed droplet-surface impacts (mainly water) under 

electric fields also offers insights. Li et al. studied the 

spreading and breakup of a nanodroplet impinging on a 

surface using MD simulations, analyzing different 

breakup modes of the droplet and providing theoretical 

criterion for predicting droplet collision-induced 

breakup[4],[5]. 

In summary, there are currently few simulation 

studies on the collision of ionic liquid nanodroplets 

emitted by electrospray with surfaces. The existing studies 

tend to focus on a limited set of factors and do not consider 

conditions such as droplet charging and electric field 

effects, which are precisely the conditions present in 

electrospray grid impingement. While some studies on 

water droplet collisions have considered the role of 

electric fields, the collision velocities studied are much 

lower than those encountered in electrospray beams, and 

the properties of water molecules differ significantly from 

those of ionic liquid molecules. In short, the characteristics 

and mechanisms of ionic liquid droplet collisions with 

surfaces in the context of droplet charging, electric field 

effects, and high-velocity impacts remain unclear in the 

electrospray process.  

To address these issues, this work presents a 

simulation study on the collision of an ionic liquid 

nanodroplet with grids during the electrospray process, 

using molecular dynamics simulation. The study employs 

a full-atom model of the ionic liquid EMIM-Im and 

considers the effects of an external electric field and 

droplet charge. 

 
Fig. 1. Electrospray beam particle collision with extractor 

Molecular dynamics simulation on the collision of ionic liquid nanodroplets 

with surfaces in an electrospray environment 
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Abstract- Collisions between nanodroplets and solid surfaces can occur across various fields of electrospray 

applications. To explore this phenomenon, this study employs molecular dynamics simulations to investigate the 

collision behavior of ionic liquid nanodroplets under different electric field strengths and charge conditions. The 

results indicate that under high-speed impact, the droplet completely fragments into cations and anions, 

accompanied by significant splashing. In this process, the deposition characteristics are primarily governed by the 

oscillation between cations and anions and the applied electric field. When the electric field strength is low, the ion 

oscillation facilitates preferential deposition of cations, causing neutral droplets to deposit a small amount of 

positive charge after the collision. At higher electric field strengths, the field separates cations and anions, leading 

to substantial charge deposition on the surface due to the imbalance in ion numbers. The amount of deposited 

charge is positively correlated with the electric field strength. 
 

Keywords- Droplet collision, electrospray, ionic liquid, molecular dynamics 
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II. METHODOLOGY 

 

In this study, molecular dynamics simulations were 

performed using the LAMMPS[6] (large-scale atomic and 

molecular massively parallel simulation) package. The 

simulation configuration is shown in Fig. 2. The bottom 

region of the simulation domain represents an iron atomic 

surface to be impacted by the droplet. The top region of 

the domain is an evaporation region where any ions 

reaching this area are removed from the simulation. At the 

center of the simulation domain is an ionic liquid droplet 

of EMIM-Im, consisting of 200 cations and 200 anions, 

with a droplet diameter of 6 nm. In the initial state, the 

center of the droplet is 6 nm above the surface, and a 

uniform electric field is applied along the Z-axis. 

The potential used for the ionic liquid EMIM-Im is the 

optimized potential for liquid simulations all-atom 

(OPLS-AA) model developed by Sambasivarao et al[7], 

and improved by Doherty et al[8]. The intermolecular 

potential between all atoms is calculated using the 

Lennard-Jones (L-J) 12-6 potential function. The L-J 

potential parameters between different atoms are 

computed using the Lorentz-Berthelot mixing rules. 

In the simulation process, the system is first 

equilibrated under the canonical (NVT) ensemble at 298 

K to ensure that the droplet and wall reach equilibrium. 

Subsequently, the ensemble is switched to micro-

canonical (NVE) ensemble, and an initial velocity is 

imparted to the droplet. Simultaneously, an electric field 

is applied in the Z direction, initiating the droplet 

impinging simulation. 

The simulated droplet in this study has a radius of 3 

nm. Assuming an acceleration voltage of 1000 V, the 

maximum droplet charge is estimated to be approximately 

15 e and the collision velocity about 5000 m/s, based on 

energy conservation and the Rayleigh limit. 

 
Fig. 2. Configuration of simulation system. (a) Global view of 

the simulation domain; (b) Dimensions of the simulation domain. 

 

III. RESULTS AND DISCUSSION 

 

Droplet collisions in the ionic liquid electrospray 

process are complex, involving variations in velocity, 

charge, and surface electric field strength. Directly 

simulating charged droplet collisions under an electric 

field makes it difficult to isolate the influence of individual 

factors. To address this, separate simulations were 

conducted for neutral droplets at different velocities, 

neutral droplets under electric fields, and charged droplets 

under electric fields. This allows for a clearer assessment 

of how velocity, electric field strength and polarity, and 

droplet charge affect collision and deposition behavior. 

A.  Collision of neutral droplets without an electric field 

 

In the absence of an electric field, simulations were 

conducted for neutral droplet collisions at different 

velocities. The number of ions deposited on the wall 

surface was recorded. The variation in the ratio of the 

deposited mass of anions or cations to the total mass of 

anions or cations (md/m0) and charge deposition during 

collisions are shown in Fig. 3. 

Collision simulations at different velocities indicate 

that the droplet splashing threshold velocity is 

approximately 2700 m/s, defined as the point where the 

deposition rate md/m0 reaches 0.1. Below this threshold, 

the droplet fully deposits on the surface, resulting in zero 

charge deposition on the wall. Once the velocity exceeds 

the threshold, splashing occurs and increases with impact 

velocity, as shown in Fig. 3(a). In the absence of an 

electric field, the deposited amounts of cations and anions 

are almost equal. However, when the droplet breaks up 

and splashes, their deposition characteristics show slight 

differences. As seen in Fig. 3(b), once the system 

stabilizes, slightly more cations than anions remain on the 

wall, leading to a small net positive charge deposition, 

even though the droplet was neutral. 

Taking the 5000 m/s case as an example, the 

differences in cation and anion deposition during high-

speed collisions are analyzed. As shown in Fig. 4, after 

impacting the wall, the droplet first spreads along the XY 

plane and then diffuses in the Z direction. Due to the high 

collision velocity, the droplet completely breaks into 

cation and anion monomers, with only a few intact EMIM-

Im molecules remaining. Since deposition primarily 

depends on motion along the Z direction, the observed 

charge imbalance suggests different behaviors between 

cations and anions in this direction. 

 
Fig. 3. Ion and charge deposition behavior during neutral droplet 

collisions. (a) Ion deposition; (b) Charge deposition. 
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Fig. 4. Snapshots of droplet collisions at 5000 m/s. 

To verify this hypothesis, the relative changes of the 

centroids of the cation group (zc) and the anion group (za) 

compared to the overall droplet centroid (zd) were plotted, 

as shown in Fig. 5. The two curves in the figure represent 

zc-zd and za-zd respectively. The results indicate non-

monotonic oscillations of ion group centroids due to the 

combined effects of Coulomb forces and inertia. After the 

first crossover, the centroids no longer intersect, as more 

cations deposit on the wall, lowering the overall centroid 

of the cation group. This oscillatory motion resembles 

plasma oscillations, the oscillation frequency (ωpi) is given 

by the following formula: 

 ( ) ( )2

pi 0 0 i/e n m =  (1) 

Where n0 and mi represent the ion number density and 

mass. The oscillation frequency is positively correlated 

with the ion number density. As ions deposit or leave the 

simulation domain, the oscillation frequency decreases, 

reflected in the lengthening oscillation period. Due to the 

mass difference (cation: 111, anion: 280), the cation group 

exhibits a larger oscillation amplitude. 

As shown in Fig. 3 (a), the deposition rate initially 

stabilizes at around 20 ns, indicating that the behavior 

within the first 20 ns mainly influences the deposition. 

Therefore, the focus below will be on analyzing the 

movement of cations and anions in the early stage of the 

collision. Although cations exhibit lower centroid 

positions overall, they initially splash more rapidly. Faster 

cation splashing raises the cation centroid, generating 

downward attraction from anions, which in turn gain 

momentum. This results in momentum transfer from 

cations to anions, increasing anion splashing and cation 

deposition. Although subsequent oscillations may reverse 

centroid positions, most ions have already deposited by 

that time, and further momentum exchange is limited. 

 
Fig. 5. Changes in the positions of the centroids of the ion groups 

relative to the overall centroid of the droplet in the Z-direction. 

In summary, at low collision velocities, nanodroplets 

fully deposit on the wall. At higher velocities, the droplets 

break apart and splash, with deposition decreasing as 

velocity increases. The dissociated cations and anions 

undergo oscillations and momentum exchange, with the 

first oscillation playing a key role due to minimal early 

deposition. Cations splash earlier and transfer momentum 

to anions, leading to slightly more cation deposition and a 

net positive charge on the wall. 

 

B.  Collision of neutral droplets under an electric field 

 

The results of ion deposition from droplet collisions 

(5000 m/s) under different electric field strengths and 

polarities are shown in Fig. 6, and the results of charge 

deposition are shown in Fig. 7, with the upward direction 

of the electric field considered positive. 

As shown in Fig. 6, high-speed collisions cause the 

droplet to dissociate into cations and anions, which are 

separated by the external electric field. A positive field 

promotes cation splashing and anion deposition, while a 

negative field promotes anion splashing and cation 

deposition. Ion deposition reaches equilibrium when the 

surface charge builds up a reverse electric field that offsets 

the applied field. A stronger applied field requires more 

deposited charge to reach this balance. 

 

 
Fig. 6. Ion deposition behavior of droplet collisions under 

different electric field strengths and polarities. (a) Positive 

electric field; (b) Negative electric field. 

Fig. 7 shows that when the field is weak (≤0.02  V/nm), 

its influence on droplet behavior is negligible, and ion 

oscillation dominates, resulting in net positive charge 

deposition regardless of field polarity. When the field 

exceeds 0.02 V/nm, its effect becomes significant. For 

example, at 0.1 V/nm, a positive field causes –31 e of 

deposition, while a negative field causes +51 e, indicating 

a transitional regime where both electric field and 

oscillation influence deposition. At higher field strengths 

(0.5 and 1 V/nm), deposition becomes nearly symmetric 

under opposite polarities (e.g., ±155 e at 1 V/nm), and the 

electric field becomes the dominant factor in determining 

charge deposition. 
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Fig. 7. Charge deposition behavior of droplet collisions under 

different electric field strengths and polarities. 

In summary, as the electric field increases from 0 to 

1 V/nm, droplet collisions transition through three regimes: 

ion oscillation-dominated, combined influence, and 

electric field-dominated. In the oscillation-dominated 

regime, positive charge tends to deposit. At low field 

strengths, negative charge deposition under a positive field 

is less than positive charge deposition under a negative 

field. As the field strengthens, this difference narrows and 

eventually equalizes. 

 

C.  Collision of charged droplets under an electric field 

 

Based on high-speed collision simulations under an 

external electric field, neutral droplets are replaced with 

charged ones. Simulations were performed for droplets 

with charges ranging from –16 e to +16 e, at a collision 

velocity of 5000 m/s. The polarity of droplet charge 

corresponds to the direction of the external electric field: 

a positive field leads to negatively charged droplets 

impacting the grid, while a negative field corresponds to 

positively charged droplets. Fig. 8 shows the surface 

charge deposition results under a weak electric field 

(0.01 V/nm). Even with charged droplets, cations still 

deposit more readily. At this low field strength, the electric 

field has little influence on the collision process, and the 

net deposited charge remains positive unless the droplet 

charge reaches –16 e. As the droplet becomes more 

negatively charged, the deposited positive charge 

decreases. 

Overall, the deposited charge equals the initial droplet 

charge plus a certain amount of additional positive charge. 

For negatively charged droplets, this increase averages 

about +12 e; for positively charged droplets, the increase 

is only about +4 e. As explained in Sec. III B, once a 

certain amount of charge accumulates on the surface, the 

resulting electric field suppresses further deposition of the 

same charge type. Therefore, excessive positive surface 

charge in the case of positively charged droplets limits 

additional cation deposition, leading to a smaller net 

increase. 

In summary, like neutral droplets, charged droplet 

collisions are affected by both ion oscillations and the 

applied electric field. At low field strength (0.01 V/nm), 

cations tend to deposit more, so even negatively charged 

droplets can result in net positive surface charge. Only 

when the droplet charge approaches the Rayleigh limit (–

16 e) does the deposited charge become negative. At 

higher field strength (0.5 V/nm), deposition and splashing 

are mainly governed by the electric field. 

 
Fig. 8. Charge deposition under different droplet charges. (a) 

Negatively charged droplets; (b) Positively charged droplets. 

IV. CONCLUSION 

In this study, MD simulations were used to investigate 

the collision of ionic liquid nanodroplets with a wall in 

electrospray conditions. The main conclusions are: (1) 

When the collision velocity is below the splashing 

threshold (2700 m/s for 6 nm droplets), droplets deposit 

almost entirely on the wall. As velocity increases, 

deposition decreases, the splashed fragments are mainly 

cation and anion monomers. (2) At low electric field 

strength (< 0.02 V/nm), deposition is mainly influenced by 

ion oscillation, resulting in more cation deposition. At 

higher fields (> 0.02 V/nm), the electric field separates 

ions, leading to surface charge accumulation. (3) Charged 

droplet collisions resemble those of neutral droplets, 

affected by both ion oscillation and the electric field.  
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I.  INTRODUCTION 
 
As a classic EHD phenomenon, electrospray can 

produce fine liquid ejections from a capillary by applying 
a high voltage, resulted from the local interfacial 
instability at the conical tip of liquid meniscus when the 
electric stress overcomes the surface tension [1,2]. Though 
extensive efforts have been made over the past century, 
the precise control of the EHD ejection has long been a 
challenge, due to the complex electrohydrodynamics and 
the strong multiscale nature of electrospray. Even in 
simple situations with a steady electric field, electrospray 
is modulated by plenty of parameters such as liquid 
properties and flow rate and the system geometry, yielding 
various ejection modes [3]. Thus, understanding and 
controlling the ejection in electrospray is of both 
fundamental and technical significance.  

Following the rise of drop-on-demand techniques in 
manufactural and pharmaceutical industries, the 
oscillating electric fields are adopted for additional control 
over EHD jetting behavior [4,5]. Using voltage 
waveforms such as pulses or sine waves, the ejection 
frequency and droplet size can be individually controlled 
by adjusting the applied voltage amplitude and frequency 
[6-8]. However, the physical nature underlying the 
complex electrospray phenomena in oscillating electric 
fields remains elusive, severely limiting its application in 
drop-on-demand techniques. In this work, we report a 
series of subharmonic electrospray modes under periodic 
electric fields. The dynamic characteristics of each mode 
were explored, and phase diagrams of all five modes were 
constructed by dimensionless parameterization of the 
relevant variables. 

 
II. METHODOLOGY 

 
A.  Experimental setup 

 
We conduct the electrospray experiments under an 

oscillating electric field, which is provided by a horizontal 
grounded electrode plate and a vertical metal nozzle 
connecting to a signal generator [Fig. 1(a)], with a voltage 
signal of V = VDC + VAC cos(2π f t) [Fig. 1(b)]. Here, VDC 
represents the DC offset voltage, while VAC and f denote 
the amplitude and frequency of the AC voltage, 
respectively. The nozzle has an outer radius of R = 0.9 mm 
which sets the perimeter of the liquid meniscus, and the 
distance between the nozzle and the electrode plate is H = 
2.0 mm. We adopted 1-octanol, a widely employed leaky 
dielectric liquid, as the working fluid, supplied by a 
syringe pump with a stable flow rate Q. Motion of the 
meniscus and EHD jets are recorded using a high-speed 
camera (Photron, Fastcam Nova S16). VDC is set high 
enough to stretch the meniscus but remains below the 
threshold required to trigger EHD tip streaming [4,9]. 

 
B.  Proper orthogonal decomposition (POD) of 
experimental images 

 
POD is used to process the grayscale time series of 

experimental images [10,11]. The collected two-
dimensional grayscale images of meniscus fluctuations 
and ejection phenomena at time t have grayscale data 
𝒢𝒢(x,t), and 𝒢𝒢' is 𝒢𝒢 minus its temporal mean. 𝒢𝒢' is 
decomposed into a set of spatially orthogonal modes 
modulated by time coefficients ak(t) 

 
1

( , ) ( ) ( ),k k
k

t a t Ψ
∞

=

′ = ∑x x  (1) 

where Ψk(x) is the k-th POD mode and ak(t) is the 
corresponding time coefficient. By applying a fast Fourier 
transform (FFT) to the temporal coefficients of the 
dominant (first) POD mode, we obtain the power spectral 
density (PSD), which reveals the presence of harmonics or 
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subharmonics. 
 

III. RESULTS 
 

A.  Oscillatory electrospray experiments 
 
By superimposing a sufficiently large VAC, pulsed 

EHD jetting is triggered. At a relative low frequency, the 
liquid meniscus oscillates axisymmetrically, producing 
periodic jetting at the tip of the curved meniscus (Fig. 1b). 
This jetting occurs at the voltage peak in each period (T = 
1/f ), which is known as the classic pulsating Taylor-cone 
jet [6,12]. 

In stark contrast, with increasing AC frequency, we 
observed a diverse range of dancing electrospray 
phenomena as shown in Fig. 1 (c-f). Different from the 
classic pulsating cone jet with a single crest at the axis, the 
dancing electrospray exhibits distinct spatial 
characteristics along the radial and azimuthal directions at 
the meniscus. Through proper orthogonal decomposition 
(POD) analysis of the high-speed camera images, we 
categorize the modes of the dancing electrospray using 
pairs of numbers (n, m), where n denotes the number of 
radial nodes and m denotes the azimuthal wavenumber. 
Four dancing modes, (1, 1), (1, 0), (1, 2), and (2, 1), are 
identified. Specifically, the (1, 1) mode is characterized by 
alternating jets on opposite sides [Fig. 1(c)], the (1, 0) 
mode is axisymmetric [Fig. 1(d)], and the (1, 2) mode 
exhibits jets simultaneously emitted in two opposing 
directions [Fig. 1(e)]. The (2, 1) mode features alternating 
jets on two sides, with an additional smaller crest on the 
meniscus opposite the larger one. This smaller crest does 
not produce EHD jets, as EHD tip streaming tends to occur 

at peaks with the highest curvature [Fig. 1(f)]. All these 
dancing electrospray modes are found to be periodic and 
sustainable at a constant flow rate.  

 
B.  Mechanisms underlying different ejection modes 

 
The frequency response of the electrospray to the 

applied voltage across various modes are illustrated in Fig. 
2(a). At a low applied voltage frequency, the ejection 
frequencies of the conventional pulsating electrospray, fD, 
well matches f, indicating a harmonic ejection (HE) mode. 
However, at an elevated f, the dancing electrospray repeats 
at a frequency fD = f /2, exhibiting subharmonic ejection 
(SE) modes. The subharmonic nature and spatially regular 
patterns of the dancing electrospray are reminiscent of the 
surface Faraday waves [13,14]. The oscillating electric 
field can excite Faraday waves on the liquid meniscus, 
where the curvature outstands at the wave crests, forming 
tips with high charge density [15], as shown in Fig. 2(b). 
The resulted localized electric shear stress overcomes 
surface tension, destabilizing the stagnation point and 
driving the tip streaming [2,16]. In fact, the tip streaming 
is an intrinsically transient flow that can be sustained by 
an appropriate flow rate Q, as it leads to the loss of mass 
and charge from the precursor fluid shape [17]. When we 
shut off the liquid supply (Q = 0), Faraday waves with 
exact same patterns remain on the meniscus while tip 
streaming is killed, evidencing that the origin of the 
dancing electrospray is Faraday instability. 

To pin down the parameter space for different modes 
of the dancing electrospray, we conducted systematic 
experiments with different oscillating electric fields. The 
regime map of the ejection modes with respect to f and VAC 
is depicted in Fig. 3. The harmonic ejection occurs at a low 
f. As f increases, four subharmonic ejection modes, SE (1, 
1), SE (1, 0), SE (1, 2) and SE (2, 1) are progressively 
excited. Higher order modes were not observed in our 
experiments, which may be due to the fact that the 

 
 

Fig. 1.  Dancing EHD tip streaming experiments. (a) Sketch of the 
experimental setup. (b) The voltage V with a period T applied to 
the nozzle and the corresponding harmonic pulsating Taylor-cone 
jets at a low frequency (f = 1/T) of 90 Hz. (c-f) Experimental 
snapshots and POD analyses of different dancing electrospray 
modes with VDC = 1.9 kV, VAC = 1.8 kV, and Q = 20 μL/min at 
(c) f = 160 Hz, (d) 230 Hz, (e) 335 Hz, and (f) 450 Hz. Scale bars 
represent 0.5 mm. 

 
 

Fig. 2.  Mechanism and regulation of dancing electrospray. (a) 
Frequency response of the dancing electrospray to the applied 
voltage. Insets are the corresponding Faraday wave patterns 
obtained numerically. (b) Mechanism of the dancing electrospray. 
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frequencies of the Faraday wave driven by the electric 
field are limited by the charge relaxation time te = ε/σ (≈ 1 
ms), where ε and σ are respectively the dielectric 
coefficient and conductivity of the liquid. The boundaries 
of these regions show completely different features 
compared to that of the classic harmonic ejection mode. 
First, the subharmonic ejections require a much higher VAC 
in comparison. Second, the lower boundaries of the SE 
mode exhibit a V-shape, known as the Faraday tongue 
[13,14], indicating there exists an optimal frequency (fm) 
with a critical AC voltage amplitude (VAC,c). The critical 
voltage amplitude increases as f deviates from fm for each 
mode. 

It is well-known that the optimal frequency fm of the 
Faraday tongue is set by the natural frequency of the 
corresponding Faraday wave patterns [16,20]. We then 
calculate the natural frequencies of the Faraday waves on 
the meniscus via numerical simulation. We consider a 
meniscus anchored at the nozzle exit of the same geometry 
parameters in an electric field, and adopt the leaky 
dielectric model to formulate the electrohydrodynamic 
governing equations at a cylindrical coordinate (r, θ, z) 
[19,20]. For any variable Φ representing the surface 
location, velocity, pressure and electric potential, its 
temporal and azimuthal dependence is expressed based on 
the small perturbation assumption 

 ( ) ( ) ( ) i i
0

ˆ, , ; , , e ,t mr z t r z r z ω θθ += +Φ Φ Φ  (2) 

where Φ0 is the axisymmetric base flow, Φ̂  is the spatial 
dependence of the perturbation, ϵ is a small perturbation 
parameter, and ω is the eigenfrequency of meniscus 
oscillation. The numerical method proposed by Herrada 
and Montanero [21] is used to solve the base flow Φ0 and 
the generalized eigenvalue problem 

 0 0
ˆ ˆi ,ω=J QΦ Φ  (3) 

where J0 and Q0 are Jacobians. The solution of Eq. (3) 
gives the natural frequencies 

 fn = ωr/(2πtc), (4) 
and the corresponding eigenmodes (n, m) of the meniscus 
in an electric field, where ωr (the real part of ω) is the 
dimensionless angular frequency, and tc = (ρR3/γ)1/2 with ρ 

and γ respectively denoting the density and surface tension 
of the liquid. The eigenmodes associated with the first four 
natural frequencies are consistent with the experimentally 
observed Faraday wave patterns [see insets in Fig. 2(a)]. 
We plot f = 2fn as vertical lines in Fig. 3, and found that 
they agree well with the optimal frequencies of the 
subharmonic ejection modes, with relative deviations < 
10%. This demonstrates that the mode of the dancing 
electrospray is set by the natural frequency of the Faraday 
instability. 

 
IV. CONCLUSION 

 
We report a distinct dancing electrospray 

phenomenon, characterized by a set of subharmonic 
ejection modes under high-frequency electric fields. We 
unveil the mechanism behind this intriguing phenomenon 
as the local interfacial instability at the surface wave crests 
modulated by the Faraday instability. By theoretically 
elucidating the parameter limits of different ejection 
modes in terms of frequency and amplitude of the applied 
voltage, we establish a control strategy for the precise 
modulation of ejection behavior. Furthermore, our 
findings inspire us that broader approaches beyond 
Faraday waves could be considered to alter or create 
surface stagnation points to achieve more complex 
dancing electrospray behaviors. This work not only 
advances the fundamental understanding of electrospray, 
but also provides a framework for manipulating local 
instability through controlled global flow, opening new 
opportunities for electrospray applications in biological, 
pharmaceutical, and manufacturing industries. 
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I.  INTRODUCTION 
 

Electrical discharges in gases are often accompanied 

by the generation of fluid motion, which is called electric 

wind or ionic wind [1]. The physical origin of the ionic 

wind lies in the momentum transfer through collisions 

between the ions produced in the electrical discharge and 

the neutral molecules of the gas. Therefore, there is a 

conversion of electrical energy into mechanical energy 

that results in a macroscopic gas flow. 

Among other discharges, corona discharge has long 

been known to be an important source of electric wind, 

and there is currently growing interest in its possible 

applications in a wide range of technologies, such as in 

heat exchangers [2], EHD drying [3], fluid pumping [4], 

ion thrusters [5], etc. The intensity of electric wind 

generated by corona discharge is influenced by several 

interrelated factors, particularly the voltage polarity and 

corona discharge regime [6].  

A fundamental question for the development of 

applications that make use of electric wind is to determine 

which electrode configuration provides the highest 

velocity for the same electrical power. For that reason, 

many different electrode configurations have been 

considered depending on the intended application, such as 

needle to mesh, needle to ring, needle cylinder, wire to net, 

wire to cylinder, etc. [2]. Additionally, to achieve greater 

velocities, multiple corona needles or wires are often used, 

whether in single-stage or multi-stage corona wind 

reactors [7]. 

In this paper, we present a preliminary study on the 

generation of ionic wind in a rectangular duct using a wire 

to two-cylinders electrode configuration. The corona wire 

is arranged transversally in the center of the duct, while 

the cylinders, parallel to the wire, are attached to the duct 

walls. It is of particular interest to determine how the 

separation between the wire and the cylinders affects the 

electric wind caused by the corona discharge. Small 

distances between the wire and the cylinder favor the 

generation of strong fields but, presumably, the direction 

of the field will be better aligned with the direction of the 

flow when the wire-cylinder separation is larger. 

Therefore, the ionic wind intensity and the power required 

for its generation will be measured for three different 

separations between the corona wire and the charge 

collecting cylinders to elucidate this question. 

 

II. MATERIALS AND METHODS 

 

Fig. 1 shows the schematic representation of the 

corona wind reactor used in the experiments. It consisted 

of a prismatic duct, 10 cm wide, 1 cm high, and 24 cm 

long, open at both ends. The lower and upper plates of the 

duct were made of PTFE, while the lateral walls were 

made of PMMA. The corona electrode was a tungsten wire 

with length L = 10 cm and diameter 0.1 mm, equidistant 

between the two PTFE plates. The distance between the 

duct entrance and the corona wire was 6.3 cm. Two 

stainless steel rods, 1.45 mm in diameter, acted as ion 

collectors. These rods were arranged parallel to the wire 

and in contact with the PTFE plates. Three different 

separations between the wire and the rods were considered 

in the experiments: d = 1 cm, 1.5 cm, and 2 cm. 

The corona wire was energized with positive DC 

voltage using a high voltage power supply (Spellman RHR 

Series), and the corona current was measured using a 

digital multimeter (Keithley 196). Regarding the intensity 

of the electric wind, it was measured at the exit of the 

channel using a thermal anemometer with a hot ball probe 

(Ø 3 mm), which provides a non-directional flow 
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Abstract- The generation of electric wind in a rectangular duct using corona discharge was investigated to 

evaluate the effect of electrode separation on the gas flow velocity. The corona discharge was produced by a 

tungsten wire subjected to high positive voltage, positioned transversely at the center of the duct. To minimize 

airflow obstruction, two rods in contact with the duct walls, arranged parallel to the wire, were used as ion 

collectors. The velocity of the ionic wind was measured at the duct outlet using a hot-ball probe. Experimental 

results revealed that the spatial distribution of the velocity exhibited characteristics consistent with turbulent flow. 

The highest ionic wind velocities were recorded when the electrode separation was at its minimum. However, for 

a constant discharge current, the ionic wind velocity increased with greater electrode spacing. Regarding the 

electrical power required for the electric wind generation, no significant differences were observed across the 

various electrode separation configurations. 
 

Keywords- Ionic wind, electric wind, corona discharge. 
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measurement. The gas velocity was sampled at 11 

consecutive points located along the centerline of the 

outlet section. These points were equidistant 1 cm from 

each other, except the first and last points, which are 

located 0.15 cm from each PMMA sidewall. 

 

III. RESULTS 

 

A.  Current-voltage characteristic. 

 

The current intensity I measured during the 

experiments follows the usual dependence with the 

applied voltage V, given by 

 𝐼 = 𝑘𝑉(𝑉 − 𝑉0), (1) 

where k is a constant that depends on the geometrical 

configuration, and V0 is the onset voltage of corona 

discharge. This dependence can be clearly seen in Fig. 2, 

where the ratio I/V is plotted as a function of the applied 

voltage for the three different interelectrode separations 

considered in the present work. The dashed lines in this 

figure correspond to the linear fit of the experimental data 

using the least squares method. The onset voltage of 

corona discharge can be determined from the intersection 

of the linear fitting with the abscissa axis. The values so 

obtained are V0 = 9.1 kV for d = 1 cm, V0 = 12.4 kV for d 

= 1.5 cm, and V0 = 15.7 kV for d = 2 cm. Therefore, the 

threshold voltage increases linearly with the interelectrode 

separation at a rate of 6.6 kV/cm. 

On the other hand, as the separation between the 

corona wire and the collector electrodes increases, the 

growth rate of the current intensity with the applied 

voltage is strongly reduced. Thus, for example, for a 

separation of 1 cm, the current intensity increases at a rate 

of about ~ 22 μA/kV, reaching more than 100 μA at 14 kV. 

In contrast, for a 2 cm gap, the growth of current is much 

slower, ~ 4.7 μA/kV, reaching only 20 μA at 20 kV. 

The last point on each current-voltage characteristic 

curve corresponds to the maximum value of the applied 

voltage before sparks begin to develop between the wire 

and the cylinders. 

 

B.  Electric wind velocity 

 

Fig. 3 presents the spatial distribution of the electric 

wind generated by the corona discharge for the three 

electrode separations considered in this study: d = 1 cm 

(Fig. 3a), 1.5 cm (Fig. 3b), and 2 cm (Fig. 3c). As 

previously noted, the velocity measurements were 

conducted at the outlet of the reactor, along a line 

equidistant from the upper and lower PTFE plates that 

form the horizontal boundaries of the duct. The lateral 

walls, made of PMMA, correspond to the coordinates x = 

0 cm and x = 10 cm. 

In all cases, the velocity profile at the reactor outlet 

increases progressively with rising voltage and current 

intensity. For applied voltages close to the corona onset 

threshold, the electric wind intensity is weak, the velocity 

profile is irregular, and the outlet air velocity is 

comparatively higher on one side of the duct outlet. This 

asymmetry may arise from various causes, in particular, 

because of the inhomogeneities of the corona discharge 

along the wire. However, it could also be a purely 

hydrodynamic effect, originating from the air entering the 

duct, which influences the downstream flow distribution. 

As the applied voltage and discharge current increase, 

the intensity of the ionic wind grows and the velocity 

profile becomes more uniform. For sufficiently high 

values of the applied voltage, the shape of the velocity 

profile corresponds to that expected for a turbulent flow, 

that is, the profile is approximately flat in the central 

region (indicating an almost uniform velocity), with sharp 

velocity gradients near the lateral walls, where the 

boundary layer develops. However, when the electrode 

separation is 2 cm, the velocity profile obtained is less 

uniform than that observed for smaller separations, 1 cm 

or 1.5 cm. This is most likely due to the fact that, in that 

case, the intensity of the ionic wind is too weak, even at 

the highest applied voltages. 

 

Fig. 1.  Schematic representation of the experimental setup (not 

to scale). 

 

Fig. 2.  Current-voltage characteristic curves of corona discharge 

for three different separations between the corona wire and the 

ground rods. The linear interpolation of each set of measurement 

data is shown as a dashed line. 
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The highest recorded velocity, exceeding 1.5 m/s, was 

observed when the separation between the discharge wire 

and the collector electrodes was the smallest (d = 1 cm) 

and the applied voltage was at its maximum (V = 14 kV). 

Based on the velocity distribution at the outlet section, 

the total gas flow rate and the average air velocity across 

the duct section were evaluated. In that evaluation, the 

possible variations of the gas velocity in the direction 

perpendicular to the centerline along which measurements 

were performed were neglected. Therefore, the computed 

average velocity can be somewhat overestimated. Several 

authors have developed approximate theoretical models 

aiming to relate the relevant electrical and aerodynamic 

parameters of the ionic wind [5,8]. The findings of these 

studies suggest that the velocity of the ionic wind is 

proportional to the square root of the corona discharge 

current. For this reason, Fig. 4 presents the average 

velocity of the ionic wind, �̅�, as a function of that quantity. 

The results presented in Fig. 4 indicate that the 

expected linear behavior is only observed for low to 

moderate values of the discharge current. In contrast, as 

the current increases, the data as a whole deviate from the 

linear dependence on √𝐼. This deviation from the linear 

behavior has also been reported by other researchers [9]. 

It is interesting to note that, for a constant current intensity, 

the highest average velocity was found when the 

separation between the wire and the rod was greater. This 

observation is consistent with the fact that, under such 

conditions, the electric field lines (and the current density) 

are better aligned with the longitudinal direction of the 

duct, along which the gas flows. 

As noted earlier, an important question for the 

development of applications that make use of electric wind 

is to determine which electrode configuration provides the 

highest gas velocity for the same electrical power input. 

This information is provided in Fig. 5, in which the 

average gas velocity at the outlet of the corona reactor is 

plotted as a function of the electrical power consumed by 

the electrical discharge. As evidenced by the overlap of 

the measurements corresponding to different distances, 

there are no substantial differences between the 

experiments conducted with varying separations between 

the corona wire and the ground rods. Therefore, for the set 

of experiments performed in this investigation, the ionic 

 

Fig. 3.  Air velocity at different points along the centerline of the 

corona reactor outlet section, for different values of the applied 

voltage. The lateral walls are located at x = 0 cm and x = 10 cm. 

Interelectrode separation: (a) d = 1 cm, (b) d = 1.5 cm, (c) d = 

2 cm. 

 

Fig. 4.  Average velocity evaluated at exit of the corona reactor 

as a function of the square root of the electric current intensity, 

for different separations between the corona wire and the ground 

rods. 
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wind velocity is mainly determined by the electric power 

of the corona discharge.  

 

 V. CONCLUSION 
 

The purpose of this study was to investigate how the 

separation distance between a corona discharge wire and 

two parallel collector electrodes (rods) influences the 

airflow velocity and the electrical power required to 

produce the gas flow. The onset voltage for corona 

discharge was found to increase linearly with the 

separation between the corona wire and the rods, at an 

approximate rate of 6.6 kV/cm. At voltages close to the 

corona threshold, the velocity profiles were asymmetric, 

likely due to corona inhomogeneity or inlet flow effects. 

However, for sufficiently high voltages, they became 

more uniform and exhibited features characteristic of 

turbulent flow.  

For the same discharge current, higher gas velocities 

were obtained using larger electrode spacing. However, 

since sparking limits the applicable voltage range in each 

case, the highest ionic wind velocity (>1.5 m/s) was 

achieved with the smallest electrode spacing (1 cm), for an 

applied voltage of 14 kV. For the same electric power, the 

electric wind velocity was very similar for different 

electrode spacing. This suggests that, within the 

experimental conditions tested, the gas velocity is 

primarily governed by the electric power input. 
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between the corona wire and the ground rods. 
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I.  INTRODUCTION 

 

Electrohydraulic shock waves (EHSWs) have a wide 

range of environmental and biomedical applications, 

including electrohydraulic forming [1], extracorporeal 

shock wave lithotripsy [2], and drug delivery [3]. In 

addition, EHSWs are used to enhance the local 

permeability of oil reservoirs by generating micro-cracks 

in rock formations through strong, repetitive mechanical 

impacts. This makes them a valuable adjunct to secondary 

oil recovery techniques such as hydraulic fracturing [4]. 

The effectiveness of EHSW-based treatments is closely 

linked to key characteristics such as rise time, peak 

pressure, and pulse duration. Among these, the shock 

wave intensity, typically defined by its peak pressure, is a 

crucial parameter for assessing mechanical effects.  

Shock waves in liquids are primarily generated 

through the implosion of vapor cavities or bubbles, which 

play a crucial role in converting electrical energy into 

mechanical energy. When a high-voltage pulse is applied 

across submerged electrodes, it induces rapid plasma 

expansion, which in turn initiates a shock wave in the 

surrounding fluid. However, achieving efficient energy 

conversion and maximizing shock wave intensity remain 

challenging due to the saturation effect observed at higher 

levels of electrical input. To fully harness the energy 

stored in capacitors for generating high-intensity shock 

waves, a deeper understanding of the underlying shock 

wave generation mechanisms is essential. 

This study focuses on the generation and regulation of 

shock waves induced by underwater plasma discharges. 

The relationship between shock wave intensity and the 

deposited energy is investigated through both simulations 

and experimental measurements. 

II. METHODOLOGY 

 

A microsecond pulsed discharge platform was 

developed and has been comprehensively described in 

previous studies [5-6]. A key feature in the setup involves 

the introduction of a bypass branch arranged in parallel 

with the main water gap. This configuration enables 

precise control of the discharge process by allowing for 

the interception and termination of the discharge current 

at designated time intervals, thereby facilitating targeted 

investigations into transient plasma dynamics and energy 

transfer mechanisms.Optical imaging of the plasma 

channel was conducted using a high-speed camera 

(Phantom V1612) equipped with a Nikon AF 24–85 mm 

f/2.8–4D lens. To manage the intense light emissions from 

the plasma and avoid sensor saturation, neutral density 

filters (NiSi ND 1000 and ND 400) were applied in 

tandem. This optical setup enabled the capture of high-

fidelity temporal and spatial evolution of the discharge 

channel. The shock wave profile was measured using a 

piezoelectric pressure transducer (PCB 482C05). 
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Abstract- Underwater discharge phenomena exhibit significant variability depending on experimental 

conditions such as voltage amplitude, polarity, liquid properties, current density, and pulse duration. Compared 

to microsecond pulsed discharges with low current density, high current density discharges (as studied in this 

work) display discharge characteristics that vary strongly with the electric circuit. These variations are manifested 

in mode changes in the discharge morphologies and propagation velocities. Understanding the factors influencing 

discharge characteristics, particularly the mode transitions, offers opportunities to modify energy conversion in 

the discharges. This study explores methods to regulate the profiles of shock waves, aiming to enhance energy 

efficiency. To achieve this, discharge current interception experiments were designed and executed using a novel 

experimental setup. This setup delivers a microsecond pulsed discharge current with a relatively slow rise time, 

enabling precise control for the current through the water gap. By extinguishing the current at specific times, the 

shock wave generation processes were systematically studied both experimentally and numerically. The results 

reveal that only the initial stage of the discharge (approximately 5 μs in the studied cases) significantly contributes 

to shock wave intensity. These findings suggest potential methods for optimizing energy efficiency, which could be 

developed based on the insights gained from this study. 
 

Keywords- Plasma, current regulation, energy efficiency. 

 

 
 
 

 

 

 

 

 

 
Fig. 1.  Captions are centered in the column if they are shorter 

than the column width. Otherwise, they must be justified in the 

column. Use 9-point Times New Roman for the captions. 
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III. RESULTS 

 

Figure 2 presents the optical visualization results of 

the underwater discharge channel, which exhibits intense 

luminescence. This strong emission indicates a high 

degree of plasma ionization and a rapid expansion of the 

discharge channel following the application of the high-

voltage pulse. The bright region captured in the image 

corresponds to the active plasma zone, where energy is 

concentrated and rapidly dissipated into the surrounding 

medium. The outer boundary of the luminous region 

serves as an effective indicator for identifying the spatial 

extent and position of the plasma channel [5, 7]. By 

analyzing this boundary over time, valuable insights can 

be obtained into the dynamic evolution of the discharge 

process, including the rate of plasma expansion and the 

influence of surrounding fluid properties.  

IV. DISCUSSION 

 

To further investigate the effect of circuit parameters 

on the peak pressure of the shock wave, this section will 

perform a parametric analysis based on the Response 

Surface Methodology (RSM), which uses statistics and 

mathematics to model the behavior of the response 

variable [8]. Figure 4 shows the RSM analysis results, and 

it suggests a six-order relation between Pm and C0, L0, and 

R0 with a fitting R2=0.9993. 

 

V. CONCLUSION 
 

This work presents an experimental and analytical 

investigation into the shock wave regulation in underwater 

plasma discharges. The experimental results suggest that 

only the initial stage of the discharge (approximately 5 μs 

in the studied cases) significantly contributes to shock 

wave intensity. Through RSM-based analysis, the study 

establishes a robust predictive framework for optimizing 

discharge parameters to achieve maximum shock wave 

intensity. 
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Fig. 2.  Optical visualization results of the underwater discharge 

channel. 
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Fig. 3.  Comparison of the shock wave peak pressures under 

different circuit parameters. This figure shows the surface plot 

and contour plot of Pm versus L0 and C0, while R0 = 0.15 Ω. 
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I. INTRODUCTION 
Electrospray is a technique that utilizes electrostatic 

forces to charge and atomize liquids into micro- or 
nanoscale droplets. It has been widely employed in 
applications such as mass spectrometry, material synthesis, 
electrostatic coating, and space electric propulsion[1]-[4]. 
As early as the 1960s, researchers identified the potential 
of electrospray for space propulsion and initiated related 
investigations[5]-[7]. However, the use of conventional 
working fluids posed significant challenges in terms of 
performance and reliability, limiting the practical 
deployment of electrospray-based propulsion systems. 

Ionic liquid electrospray, which uses molten salts 
composed entirely of charged ions as propellants[8], 
significantly lowers the onset voltage for electrospray 
emission, thereby enhancing the feasibility of space 
propulsion applications[5]. With the rapid proliferation of 
micro- and nanosatellite missions, ionic liquid 
electrospray technology has shown great potential for 
tasks such as orbit maintenance and attitude control, due 
to its low power consumption, compact and scalable 
architecture, and high specific impulse. Traditional ionic 
liquid electrospray thrusters typically employ one of three 
emitter configurations: capillary, externally wetted, or 
porous media types[9], as illustrated in Figure 1. Capillary 
emitters generally provide higher flow rates but lower 
specific impulse, whereas externally wetted and porous 
media emitters yield higher specific impulse at reduced 
flow rates. These conventional configurations, however, 
restrict the achievable range of performance modulation in 
electrospray thrusters. 

 
Fig. 1.  Conventional emitter configuration: (a) Capillary (b) 
Externally wetted (c) Porous media 

To improve performance adaptability for diverse 
mission requirements, UCLA proposed a novel hybrid 
emitter architecture in 2019[10], as illustrated in Figure 2. 
This design integrates structural features of two 
conventional emitter types, enabling transitions between 
capillary emission and externally wetted emission modes 
within a relatively narrow voltage range. Subsequent 
development of molecular dynamics simulation models 
for this composite structure has further facilitated the 
mechanistic analysis of the emission mode transition 
process[11]. 

 
Fig. 2. Hybrid emitter ion liquid electrospray thruster 

As an electric propulsion technology, ionic liquid 
electrospray thrusters require precise control of beam 
charge neutrality to maintain overall charge balance[12]. 

Influence on Ionic Liquid Electrospray Emission Processes in Hybrid 
Emitters under Rapid Electric Field Variation 
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Abstract- Ionic liquid electrospray thrusters (ILETs) are promising candidates for attitude and orbit control 
of microsatellites, owing to their structural simplicity, miniaturization potential, high specific impulse, and low 
energy consumption. Compared to conventional electrospray thrusters, hybrid-emitter ILETs offer a wider thrust-
to-specific impulse tuning range by supporting dual emission modes—capillary emission and externally wetted
emission—allowing them to adapt to a broader range of mission scenarios. In this study, a periodic alternating 
positive-negative polarity voltage was applied as the extraction voltage to a hybrid-emitter ILET prototype. Under 
rapidly varying electric fields, redistribution of internal charges within the ionic liquid led to surface deformation 
and mode transitions between emission states. These transitions resulted in a transient increase in emission flow 
rate and beam current. By analyzing the transition dynamics from non-steady to steady states under various 
operating modes and charge polarities, it was found that, when using EMIM-Im as the propellant, the external-
wetting emission mode achieved a smoother transition than the capillary emission mode. Moreover, negatively 
charged beams demonstrated faster recovery to stable emission states compared to positively charged beams. 
These results provide valuable insights for enhancing the dynamic response and operational stability of hybrid-
emitter ILET systems. 
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Current implementations often utilize alternating-polarity 
extraction voltages to periodically emit positively and 
negatively charged beams. Compared to conventional 
steady-state electrospray operation under direct current 
(DC) voltages, alternating-polarity operation introduces 
additional complexity into hybrid emitter systems. This 
complexity is characterized by rapid meniscus dynamics 
and frequent emission mode transitions, leading to 
increased performance variability and operational 
uncertainty. Therefore, a comprehensive understanding of 
the dynamic behavior of hybrid-emitter ionic liquid 
electrospray systems under alternating-polarity conditions 
is essential. In particular, elucidating the effects of 
transient electric field variations during polarity switching 
on the ionic liquid interface, as well as the mechanisms 
governing the transition from unstable to stable emission 
states, is critical for optimizing control strategies and 
ensuring long-term operational stability. 

In this study, a self-developed hybrid-emitter ionic 
liquid electrospray thruster was employed. First, DC 
voltage was applied to validate the system's multimode 
emission capability. Then, a periodic high-voltage 
waveform with alternating polarity was introduced to 
investigate the influence of rapidly changing electric fields 
during polarity reversal on the morphology of the liquid 
interface. Finally, by analyzing electrospray current 
waveforms within each voltage cycle, the transition 
process from unstable to stable emission was 
characterized. Comparative analyses were conducted 
across different emission modes and beam polarities to 
assess their effects on transient behavior and recovery 
dynamics. 

II. EXPERIMENT METHOD 
A. Hybrid emitter electrospray thruster 

The schematic of the hybrid-emitter ionic liquid 
electrospray thruster prototype is shown in Fig. 3. The 
thruster has overall dimensions of 40 × 40 × 20 mm³. Its 
hybrid emitter architecture determines both the capability 
for emission mode switching and the range of performance 
modulation.  

 
Fig. 3. Hybrid emitter ion liquid electrospray thruster: (a) 
Exploded assembly view (b) Actual component photo (c) Emitter 
cutaway illustration 

Design parameters were selected based on empirical 
optimization through prior experiments. The capillary 
structure has an outer diameter of 0.8 mm, an inner 
diameter of 0.6 mm, and houses an internal needle emitter 
with a diameter of 0.4 mm. The needle tip is positioned 
0.5 mm from the capillary outlet, as illustrated in the cross-
sectional view in Fig. 3(c). To achieve precise flow 

regulation, a microchannel with a cross-sectional area of 
0.2×0.2 mm² was machined into the emitter mounting 
plate. 

 
B. Vacuum experience system 

Ionic liquid electrospray experiments were conducted 
under vacuum conditions, with the ambient pressure 
maintained below1×10⁻⁴ Pa using a vacuum chamber, as 
illustrated in Fig. 4. A three-way valve was employed to 
control ionic liquid handling and delivery, allowing the 
reservoir to be alternately connected to either the vacuum 
environment or a nitrogen gas source. Prior to testing, the 
ionic liquid container was evacuated for a minimum of 3 
hours to remove dissolved gases. After degassing, the 
valve configuration was adjusted to pressurize the 
reservoir with nitrogen, enabling pressure-driven delivery 
of the ionic liquid. A micro-flow meter was installed 
between the reservoir and the thruster to provide real-time 
flow rate monitoring. 

 
Fig. 4. Vacuum experience system 

The hybrid-emitter ionic liquid electrospray thruster 
was installed inside a vacuum chamber, with the high-
voltage power supply located externally. Electrical 
connection to the thruster’s remote electrode was achieved 
via a vacuum feedthrough flange. A PVX-4110 pulse 
generator was used to enable rapid high-voltage switching, 
with alternating polarity voltage amplitudes set between 
2.5 and 4.0 kV, and a switching rise time of approximately 
20 ns. To observe the surface morphology of the ionic 
liquid at the emitter tip, a long-working-distance 
microscopic lens coupled with a high-speed camera was 
utilized for diameter measurements, aided by backlighting 
for enhanced contrast. A metallic target was positioned to 
collect electrospray emission currents, while an 
oscilloscope simultaneously monitored the output voltage 
and recorded the corresponding current waveforms, 
enabling time-domain analysis of both signals. 
 

III. RESULTS 
A. Operational Stability Characteristics 

A systematic investigation was conducted on the 
steady-state operational characteristics of a hybrid-emitter 
ionic liquid electrospray thruster using 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide 
(EMIM-Im) as the propellant. Electrospray emission 
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currents were analyzed under controlled ionic liquid flow 
rates and extraction voltages.  

At low flow rates (0.5 nL/s, 1 nL/s, and 1.5 nL/s), the 
onset voltage for electrospray emission was approximately 
±2.8 kV, with the 0.5 nL/s case requiring a slightly higher 
onset voltage of ±3.1 kV, indicating operation in the 
capillary emission mode. When the extraction voltage is 
below the onset operating voltage, the electric field is 
insufficient to support the formation of a Taylor cone. As 
a result, the liquid, under the influence of surface tension, 
moves along the outer edge of the emitter and accumulates 
at the base of the emitter. As the applied extraction voltage 
amplitude gradually increases, the emission current shows 
a slight increasing trend. When the extraction voltage 
reaches ±3.5 kV, the electrospray operation mode 
transitions from the capillary emission mode to the 
externally wetted emission mode, and the rate of increase 
in the beam emission current also rises accordingly. 

 
Fig. 5. Electrospray emission current Variation: (a) High flow 
rate (b) Low flow rate  

At higher flow rates (3 nL/s, 4 nL/s, and 5 nL/s), the 
onset voltage for stable electrospray operation was slightly 
lower, approximately ±2.7 kV (±2.8 kV for the 5 nL/s 
case), while the electrospray remained in the capillary 
emission mode. Unlike low-flow conditions, sub-
threshold extraction voltages at higher flow rates triggered 
unstable droplet emission. Gradual increases in extraction 
voltage led to a slow rise in emission current. 
Transitioning to the externally wetted mode at high flow 
rates would require excessively high extraction voltages, 
which could risk electrochemical reactions under DC 
operation. Therefore, current variations were analyzed 
within the same voltage range( ± 2.8kV~ ± 3.5kV) as 
capillary emission mode operations under low-flow 
conditions. 

 
B. Transient Characteristics of Electrospray 

After validating the multimode operational capability 
of the ionic liquid electrospray thruster, the stable 
externally wetted mode and capillary mode were selected 
for further investigation. A periodic voltage with 
alternating polarity (<20 ns polarity reversal duration) was 
generated using a PVX-4110 pulse generator to create 
rapidly varying electric fields. This setup enabled a 
systematic investigation of the dynamic behavior of the 
ionic liquid at the composite emitter tip under transient 
electric field conditions. 

Under rapidly alternating electric fields, the original 
charge distribution within the ionic liquid is disrupted: 
outer-layer charged particles are repelled by the polarity-
switched fields, while inner counter-ions are attracted. 

This destabilizes the Taylor cone morphology and induces 
flow-rate-dependent behavioral variations. 

Figure 6 shows the hybrid emitter operating in the 
stable externally wetted mode. The evolution of the 
meniscus consists of three phases: 

(1) Stationary Phase: The ionic liquid meniscus 
remains below the internal emitter structure, with 
electrohydrodynamic transport sustaining tip-directed 
emission. 

(2) Elongation Phase: The liquid column extends 
toward the extractor under transient fields, submerging the 
emitter apex and forming a transient Taylor cone. 

(3) Retraction Phase: After polarity reversal, the 
meniscus recedes, exposing the internal emitter structure 
under restored DC-like fields. 

 
Fig. 6. Dynamic variations under externally wetted mode: (a) 
Stationary Phase (b) Elongation Phase (c) Retraction Phase 

When the composite emitter operates stably in the 
capillary emission mode, the evolution of the ionic liquid 
meniscus exhibits similar behavior to that of conventional 
capillary emitters and can be divided into several stages: 
stable, elongation, and concave meniscus phases.  

(1) stable phase: The ionic liquid meniscus forms a 
distinct Taylor cone shape, sustaining stable emission.  

(2) elongation phase: The ionic liquid is stretched 
toward the extractor, forming a larger Taylor cone 
structure, with the instantaneous emission flow rate 
exceeding the supply flow rate.  

(3) meniscus phase: The ionic liquid surface exhibits 
significant curvature but does not form a Taylor cone, and 
no electrospray emission occurs. 

 
Fig. 7. Dynamic variations under capillary regime: (a) Stationary 
Phase (b) Elongation Phase (c) Meniscus Phase 
 
C. steady-state recovery process of electrospray 

Under rapidly varying electric fields, the ionic liquid 
electrospray thruster transitions through an unstable 
operational phase before gradually stabilizing, with 
distinct transitional behaviors observed across different 
operational modes and emission polarities. As shown in 
Figure 8, in the externally wetted mode, under a polarity-
switching period of 1 s, no emission interruption occurs, 
and both positive and negative polarities exhibit similar 
stabilization dynamics. For negative polarity operation, 
the emission current rapidly increases to a peak value of -
1.8 μA, then stabilizes at -0.5 μA within 200 ms. During 
positive polarity operation, the emission current initially 
surges to 1.1 μA, then decays to 0.4 μA within 150 ms 
before stabilizing. 
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In contrast, in the capillary mode, significant emission 
interruptions and asymmetric stabilization are observed 
during polarity transitions, as shown in Figure 8. To 
achieve prolonged stable operation in this mode, the 
polarity-switching period was extended to 60 s. Under 
negative polarity, a transient current spike occurs 
immediately after polarity reversal, followed by a brief 
non-emission period and gradual stabilization. For 
positive polarity operation, an initial current spike is 
followed by a prolonged non-emission phase, with stable 
emission resuming abruptly only after sufficient liquid 
accumulates at the emitter tip. 

 
Fig. 7. Emission current and extraction voltage variations: (a) 
Positive Charge emission under externally wetted mode (b) 
Negative Charge emission under externally wetted mode c) 
Positive Charge emission under capillary mode (d) Negative 
Charge emission under capillary mode 

The primary reason for this difference is the distinct 
emission characteristics of positive and negative ions in 
the ionic liquid. Negative charge particles in the EMIM-
Im liquid are more easily emitted, allowing the liquid to 
form a Taylor cone structure more quickly after polarity 
reversal, thus initiating emission faster. However, due to 
the limited amount of liquid at the emitter tip, the emission 
current gradually increases until it stabilizes. In contrast, 
positive charge particles are more difficult to emit. After 
polarity reversal, the liquid initially accumulates at the 
emitter tip, forming droplet clusters. When the droplet size 
becomes large enough, it is stretched by the electric field 
to form a Taylor cone and rapidly stabilizes the emission. 

V. CONCLUSION 
This study examines the dynamic operational 

characteristics of a hybrid emitter ionic liquid electrospray 
thruster under alternating-polarity voltage conditions. 
Experiments confirmed the thruster's multimode 
operational capability and analyzed beam emission 
currents across various voltage and flow rate settings. An 
alternating-polarity voltage was applied to control thruster 
operation, with optical imaging capturing meniscus 
changes at the emitter tip, and a metal target collecting 
spray current to investigate transient behaviors and 
transition processes under rapidly varying electric fields. 

The results indicate that rapidly changing electric 
fields disrupt the charge distribution within the ionic liquid, 

leading to abrupt meniscus deformation and unstable 
emission. In the externally wetted mode, meniscus 
stretching induces short-term emission variations but 
allows rapid stabilization with minimal differences 
between polarities. Conversely, in the capillary mode, 
meniscus stretching does not trigger emission mode 
transitions but temporarily exceeds the liquid supply 
capacity, resulting in emission interruptions. Significant 
polarity asymmetry is observed in the transition processes 
during capillary mode operation. 
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I.  INTRODUCTION 
 

Graphite, with its excellent electrical conductivity, 

thermal conductivity, and high mechanical strength, is 

expected to be applied in areas such as reaction sites for 

fuel cell catalyst supports and conductive inks. However, 

graphite is hydrophobic, making it difficult to use in water 

or organic solvents; therefore, it requires a 

hydrophilization treatment. Currently, the most used 

method is chemical oxidation. This method, however, 
involves the use of strong oxidizing agents such as sulfuric 

acid and potassium permanganate, which leads to issues 

such as degradation in quality and a significant 

environmental impact. To solve these problems, a 

modification method using plasma has gained attention [1-

6]. This approach is expected to enable high-quality 

hydrophilization with low environmental impact. In this 

study, we proposed a method to hydrophilize graphite 

using controlled plasma-induced liquid flow. In the 

hydrophilization treatment of graphite using plasma-

induced liquid flow, we considered that efficient 

hydrophilization of graphite could be achieved by utilizing 
the property of hydrophobic graphite to gather on the 

water surface and by controlled plasma-induced liquid 

flow [7-8]. 

 

II. EXPERIMENTAL SETUP 

 

A.  Plasma-jet generator 

A schematic representation of the experimental 

equipment is shown in Fig. 1. A needle electrode (high-

voltage electrode made of tungsten) was placed at the 

center of a glass tube with outer and inner diameters of 6 
and 4 mm, respectively. The ground electrode was 

installed outside of the glass tube 10 mm away from the 

tip of the high-voltage electrode. We supplied 3 L/min of 

Ar gas into the glass tube using a mass-flow controller. A 

sinusoidal frequency of 1 ~ 12 kHz at 12 kVp-p was used 

to generate plasma. We used a digital oscilloscope (Iwatsu, 

DS-8104) to record the voltage and current waveforms. 

The discharge power was calculated using the power 

calculation function that comes with the digital 

oscilloscope (average power consumption for 1000 times). 
 

B.  PIV measurement 

Fig. 1 shows that a green laser sheet was directly 

irradiated under the plasma jet irradiation area, and the 

flow in a 2-D cross-section (25 × 30 mm2) that was cut out 

of the sheet was analyzed using the PIV method to 

determine the direction and velocity of the particle flow in 

the liquid. Surfactant solution (lauryl betaine, 50, 100, 200 

and 500 mg/L) was used to uniformly distribute tracer 

particles (Nylon, 50-μm diameter, 1.03 g/cm3) in distilled 

water in a glass cup (I.D.: 30 mm, L: 50 mm). The total 
volume of the liquid target was 20 mL. The PIV analysis 

was completed using processing software (Ditect 

Flownizer2D) for the area below the plasma jet and liquid 

target contact point. To complete the PIV measurement, 

we utilized a digital camera (1920 × 1080 pixels, 30 

frames per second) to record a video of the liquid flows. 

The PIV measurement was performed more than three 

times under all experimental conditions. 

 

C.  Measurement of the hydrophilic effect of graphite 

 For the experimental procedure, a dispersion was 

prepared by mixing 20 mg of graphite with 20 mL of 
ultrapure water, followed by ultrasonic treatment for 

10 minutes. After plasma irradiation, the graphite was 

collected by filtration, rinsed thoroughly with ultrapure 

water, and subsequently dried in an oven at 100 °C for 

24 hours. To evaluate the hydrophilic effect induced on the 

graphite surface, we employed two main characterization 

techniques: absorbance measurement and Fourier 

transform infrared spectroscopy (FT-IR). The absorbance 
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measurement was performed to assess the dispersibility of 

the plasma-treated graphite in water. Improved 

dispersibility indicates an increase in hydrophilicity, as 

hydrophilic surfaces tend to interact more favourably with 

water molecules, leading to more uniform suspension and 
reduced sedimentation. FT-IR was conducted to analyse 

surface chemical changes of the graphite, with a particular 

focus on the presence of hydroxyl (∙OH) functional groups. 

The emergence or increase in the intensity of absorption 

peaks corresponding to ∙OH vibrations would suggest 

successful surface functionalization, further supporting 

the enhancement of hydrophilicity through plasma 

treatment. 

 

III. RESULTS AND DISCUSSION 

 
A.  PIV measurement results 

Fig. 2 illustrates the relationship between surfactant 

concentration and particle flow speed in the y direction 

under Ar plasma irradiation, with an applied voltage of 12 

kV and a frequency of 5 kHz. These data were obtained 

from PIV measurements to illustrate the stable plasma-

induced liquid flow characteristics at a depth of 5 mm 

below the plasma–liquid interface, under surfactant 

concentrations of 50, 100, 200, and 500 mg/L. These 

results indicate that at a surfactant concentration of 50 

mg/L, the plasma-induced liquid flow at a depth of 5 mm 

below the plasma–liquid interface is directed upward. This 
upward motion is referred to as vortex flow, with a flow 

speed of approximately 11 mm/s. At a concentration of 

100 mg/L, the flow direction reverses, becoming 

downward, with a speed of approximately 11.5 mm/s. 

However, as the surfactant concentration increases further, 

the downward flow speed gradually decreases measuring 

10 mm/s at 200 mg/L and 9 mm/s at 500 mg/L. 

 

B.  Absorbance results 

 The absorbance measurement was conducted by 

dispersing dried graphite in 20 mL of ultrapure water, 

followed by 10 minutes of sonication. The absorbance was 

measured after allowing the suspension to stand for 

90 minutes. Fig. 3 shows the dispersibility of graphite in 
ultrapure water at various surfactant concentrations. Based 

on the results, the dispersibility of graphite in ultrapure 

water varies significantly with surfactant concentration. 

Specifically, the order of dispersibility from highest to 

lowest is observed at 100, 500, 200, and 50 mg/L. 

 

C.  FT-IR results 

It is well known that absorbance in the range of 3000–

3700 cm⁻¹ is attributed to the stretching vibrations of 

hydroxyl (∙OH) groups. Fig. 4 shows the peak intensity  

 
Fig. 1.  Schematic diagram of the experimental setup and PIV measurement conditions. 

 

 

 
Fig. 2. Results of PIV measurements at different surfactant 
concentrations. 
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corresponding to hydroxyl (∙OH) groups in the range of 

3000–3700 cm⁻¹ at various surfactant concentrations.  The 

results indicate that at a surfactant concentration of 50 

mg/L, the peak intensity of the ∙OH groups were slightly 

higher than that of the untreated sample. The peak 

intensity of the ∙OH groups reached a maximum at a 

surfactant concentration of 100 mg/L, after which it 

gradually decreased with further increases in surfactant 

concentration. 

 

IV. CONCLUSION 
 

The hydrophilic treatment of graphite using controlled 

plasma-induced liquid flow was systematically 

investigated. PIV measurements revealed that the flow 

direction and velocity at a depth of 5 mm below the 

plasma–liquid interface were strongly influenced by 

surfactant concentration. Upward vortex flow was 

observed at 50 mg/L, whereas a transition to downward 

flow occurred at 100 mg/L, with the flow velocity 

decreasing progressively at higher concentrations. 

Absorbance measurements demonstrated that graphite 

dispersibility in ultrapure water was highest at 100 mg/L, 
indicating enhanced surface modification at this 

concentration. These results were further supported by FT-

IR analysis, which showed a peak in ∙OH group intensity 

at 100 mg/L, followed by a gradual decline with increasing 

surfactant concentration. Overall, the findings suggest that 

plasma-induced liquid flow velocity plays a critical role in 

determining the hydrophilic treatment of graphite. 

Moreover, there appears to be an optimal surfactant 

concentration that maximises both the dispersibility and 

hydrophilic surface functionalisation of graphite under 

plasma treatment. 
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I.  INTRODUCTION 

 

 In this paper, we consider the problem of numerical 

modeling of the electrodeformation of a droplet immersed 

in oil under the action of a high-frequency alternating 

electric field. The case of a constant electric field has been 

repeatedly considered in other works [1, 2]. The cases of 

alternating field with small deformations were considered 

in [3] and with the phase field method in [4]. The world 

scientific community has collected numerous 

experimental data on these problems, including the case of 

high-frequency alternating field. The influence of 

frequency and magnitude of the electric field affects the 

outcome in the process of electrocoalescence - 

decoalescence [5], the shape and width of droplet spraying 

from the meniscus [6], and the quality of liquid mixing.  

Particularly important is the case of a high frequency 

alternating field, where the electric charge does not have 

time to form at the boundary between two phases of 

different liquids or media. In this formulation, the 

previously tensile force of electric attraction will cease to 

have a significant effect on the hydromechanical process, 

resulting in a decrease in the amplitude of deformation 

down to zero at certain configurations of the system.   The 

constraints (26) in [7] begin to affect, since it is possible 

to select the parameters so that in the stationary case the 

drop will be compressed under the action of the electric 

field, and on the contrary, it will be stretched in the high-

frequency regime. 

The lack of verified numerical models for calculating 

such high-frequency problems limits the predictive 

capabilities of researchers. The creation of such a 

numerical model describing relaxation processes at the 

interfacial boundary is the main task of this work. 

 

II. MATHEMATICAL AND NUMERICAL MODEL 

 

Numerical modeling of electrode deformation of a 

droplet uses the software package COMSOL 

Multyphysics based on the finite element method. We 

consider arbitrary Lagrangian-Eulerian method with the 

electric current model described in [8]. The model 

considers only the geometric boundary between phases 

with surface charge. In our case, the charge accumulation 

at the interface between the drop and oil is taken into 

account. The electric field distribution is derived as 

represented by the following expression: 

 

�⃗�  = −𝛻𝜑.                                                                                (1) 

 

Here �⃗�   is the electric field strength, 𝜑 is the electric 

field potential. 

The expression for the electric field is the differential 

form of Gauss's law: 

 

div(𝜀𝜀0�⃗� ) = div(�⃗⃗� ) = 0.                                                  (2) 

 

Here 𝜀 and 𝜀0 are the relative permittivities of the fluid 

and vacuum, respectively, D is the electric induction.  

To calculate the flow of electric charges, it is 

necessary to add mathematical module of differential 

equations BODE for the accumulation of surface charge. 

 
𝑑𝜆

𝑑𝑡
= 𝑗𝑑𝑖𝑓𝑓 + 𝑗𝑔𝑒𝑜𝑚.                                                   (3) 

𝑗𝑔𝑒𝑜𝑚 = −
𝜆

𝜉

𝑑𝜉

𝑑𝑡
                                                              (4) 

𝑗𝑑𝑖𝑓𝑓 =  𝑢𝑝(𝜎𝐸𝑛) − 𝑑𝑜𝑤𝑛(𝜎𝐸𝑛)                             (5)     

 

Here 𝜆 is the surface charge density, up and down 

represent the values of the function "above" and "below" 

the boundary, 𝑗𝑑𝑖𝑓𝑓 is the density of the electric current due 

to the charge conservation, 𝑗𝑔𝑒𝑜𝑚 is the change in the 

surface charge due to the movement of the surface.  

The Navier-Stokes equation is used to describe the 

hydromechanical motion of a droplet: 

 

𝜌
𝜕�⃗⃗� 

𝜕𝑡
+  𝜌(�⃗� , ∇)�⃗� =  −∇𝑝 +  𝜂∆�⃗� .                              (6) 

 

Here �⃗�  is the fluid velocity, p is the pressure, ρ is the 

mass density, 𝜂 is the dynamic viscosity.  
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The boundary conditions are defined by the electric 

potential. The connection between the hydrodynamics and 

electrostatics modules is provided by the terms at the 

boundary of the two phases, corresponding to the surface 

tension force and the Coulomb force acting on a unit 

surface. 

 

𝐹𝑠𝑡 = −2𝛾𝐻                                                                (7) 

𝐹𝑐 = 𝐹𝑛 + 𝐹𝜏                                                               (8) 

𝐹𝑛 =
1

2
𝜀2𝐸𝑛2

2 −
1

2
𝜀1𝐸𝑛1

2 −
1

2
(𝜀2 − 𝜀1)𝐸𝜏

2                      (9) 

𝐹𝜏 = (𝜀2𝐸𝑛2 − 𝜀1𝐸𝑛1)𝐸𝜏                                              (10) 

 

Here 𝐹𝑠𝑡
⃗⃗⃗⃗  ⃗ is the surface tension force, 𝛾 is the 

interfacial tension, 𝐻 is the mean curvature of the surface, 

𝐹𝑐⃗⃗  ⃗ is the Coulomb force, 𝜀2 and 𝜀1 is the outer and inner 

dielectric permittivities respectively, �⃗�  is the normal 

vector, 𝜏  is the tangent vector. 

The boundary conditions are presented in Fig. 1. 

 

 
Fig. 1. Boundary conditions. 

 

Parameters of liquids are presented in the table 1. The 

changing surface area of the droplet should influence the 

surface charge density. Equation 3 came from the law of 

conservation of charge divided by area S: 

 
𝑑𝜆𝑆

𝑑𝑡
= 𝐼𝑑𝑖𝑓𝑓                                                                          (11) 

𝑆
𝑑𝜆

𝑑𝑡
+ 𝜆

𝑑𝑆

𝑑𝑡
= 𝐼𝑑𝑖𝑓𝑓                                                          (12) 

 

 Here 𝐼𝑑𝑖𝑓𝑓 = S𝑗𝑑𝑖𝑓𝑓. 

Now, if we use the expansion coefficient 𝜉 =
𝑆

𝑆0
 of the 

surface element, we get the following: 

 
𝑑𝜆

𝑑𝑡
+

𝜆

𝜉𝑆0

𝑑𝜉𝑆0

𝑑𝑡
=

𝐼𝑑𝑖𝑓𝑓

𝑆
                                                          (13) 

𝑑𝜆

𝑑𝑡
= 𝑗𝑑𝑖𝑓𝑓 −

𝜆

𝜉

𝑑𝜉

𝑑𝑡
                                                                (14) 

 

Here 𝜉 is the expansion coefficient of the surface 

element, 𝑆0 is the undeformed surface area. 

 
Table 1: Properties of liquids 

 

 Droplet Oil 

𝛾 16 mN/m 

𝜌 1000 kg/m3 910 kg/m3 

𝜂 0.91 mPa×s  65 mPa×s 

𝜀 80 2.85 

𝜎 10-7 S/m 10-11 S/m 

 

III. RESULTS AND DISCUSSION 
 

A.  Comparison of simulation results with DC and high-

frequency AC fields 

 

Firstly, consider the model in the case with a constant 

electric field at standard system parameters. The 

deformation is described by the expression: 

 

𝐷 =
𝑎−𝑏

𝑎+𝑏
.                                                                    (15) 

 

Here D is the degree of the deformation, a is the major 

semi-axis, b is the minor semi-axis of an ellipse.  

 

 
Fig.2. Time dependence of deformation. 

 

It is also important to distinguish the accumulated 

charge at the droplet-oil boundary, and the forces acting 

on the droplet boundary (Fig.3 - 4).  In this example, the 

charge has accumulated to a stationary value and it is 

important to compare its maximum value with the values 

of surface charge density amplitudes in cases with an 

alternating field, where the charging process will be 

visible. 
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Fig.3. Time dependence of the maximum of the 

surface charge density. 

 

 
Fig.4. Normal component of the electric force  

distribution on the droplet surface. 

  

Now let us consider a problem with an alternating 

electric field that varies in sine with a frequency of 500 

Hz, i.e. with a period of 2 ms. Let us choose different 

cases:  

case 1 - the period of oscillation of the alternating 

electric field is much longer than the Maxwell relaxation 

time (T >> 𝜏𝑚);  

case 2 - the period of oscillation of the alternating 

electric field is approximately equal to the Maxwell 

relaxation time (T ≈ 𝜏𝑚);  

case 3 - the period of oscillation of the alternating 

electric field is much shorter than the Maxwell relaxation 

time (T << 𝜏𝑚).  

Considering these cases, we will see how the 

accumulated charge affects the resulting force acting on 

the surface of the droplet. This subsequently influences the 

type and magnitude of the deformation, which can be 

fundamental in some problems, such as the problems of 

electrocoalescence and spraying of droplets from the 

meniscus [6]. 

The same effective voltage value was used for DC and 

AC fields that equals to the 9 kV. We multiply the 

amplitude value of the voltage at the model boundaries by 

the square root of 2, since we want the effective value to 

correspond to the stationary case. 

 

 
Fig.5. Time dependence of deformation for different 

cases. 

 

 
Fig.6. Time dependence of deformation for different 

cases, zoom in.  

 

The magnitude of the surface charge density on the 

droplet surface at different conductivities is shown here 

(Fig.7). As we can see, the accumulated charge becomes 

much lower at high field frequency. Table 2 lists the cases 

considered in the simulation. 

 

 
Fig.7. Time dependence of the surface charge density 

for different cases. 

 

In this paper, the presented liquid parameters are 

chosen for ease of modeling and to demonstrate possible 

cases. The illustrated effect will be seen also for a water 

droplet, but at higher frequencies. 

 
Table 2: Cases of alternating electric field 

 

Conductivity 

of the 

droplet, S/m 

Amplitude 

surface charge 

density, C/m2 

Maximu

m 

deformat

ion 

Relaxation 

time, ms 
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3x10-7, 

Stationary 

3x10-5 0.118 2.3 

(T ≈ 𝜏𝑚) 

3x10-5 4x10-5  0.118 0.023 

(T >> 𝜏𝑚) 

1.2x10-6 1.6x10-5 0.092 9.2 

(T ≈ 𝜏𝑚)   

3x10-9 3x10-8 0.085 230 

(T << 𝜏𝑚) 

 

IV. CONCLUSION 

The frequency of the alternating electric field affects 

the magnitude of the accumulated surface charge on the 

surface of the droplet, which has a very strong influence 

on the type and magnitude of the deformation. Using the 

characteristic Maxwell relaxation time, three cases can be 

distinguished: 

Case 1: The degree of deformation is practically 

unchanged, T << 𝜏𝑚; 

Case 2 – The degree of deformation changes 

significantly, T ≈ 𝜏𝑚;  

Case 3 – The degree of deformation changes 

significantly, T >> 𝜏𝑚. 

In addition, the consistency of the type of the 

deformation with expression 10 in the case of a constant 

electric field was demonstrated, and a completely different 

outcome was obtained for an alternating electric field. 

Further work on the model shall include the 

consideration of the charge convection along the droplet 

surface during rotational motion. 

 

REFERENCES 

 

[1] G. O. Utiugov, V. A. Chirkov and I. A. Dobrovolskii. 

The experimental verification of electrodeformation 

and electrocoalecence numerical simulation based on 

the arbitrary Lagrangian-Eulerian method, 

Proceedings of the 2020 IEEE 3rd International 

Conference on Dielectrics, ICD 2020, 529-532, 2020. 

[2] R. Pillai, J.D. Berry, D. J. E. Harvie and M. R. 

Davidson. Electrolytic drops in an electric field: A 

numerical study of drop deformation and breakup, 

Physics review, 2015.  

[3] O. Vizika and D. A. Saville. The electrohydrodynamic 

deformation of drops suspended in liquids in steady 

and oscillatort electric fields, Journal of Fluid 

Mechancs, 1-21, 1992. 

[4] Xi Yang, Zhong Zeng, Jiayu Lu and Liangqi Zhang. 

Effect of alternating electric field frequency on 

deformation and coalescence of weakly conducting 

droplets, Journal of Chongqing University, 58-70, 

2022. 

[5] Tao Liu, Bauyrzhan Sarsenbekuly and Wanli Kang. 

Breakdown mechanism and application of high 

frequency pilsed electric field-demulsifier 

combination on water-in-oil emulsion, Colloid and 

Surfaces A: Physicochemical and Engineering 

Aspects, 2025. 

[6] M. Rubio, P. Rodrıguez-Dıaz, J. M. Lopez-Herrera, 

M. A. Herrada, A. M. Ganan-Calvo and J. M. 

Montanero. The role of charge relaxation in 

electrifed tip streaming, Physics of Fluids, 2023. 

[7] D. A. Saville. ELECTROHYDRODYNAMICS: The 

Taylor-Melcher Leaky Dielectric Model, Annual 

Review of Fluid Mechanics, 1997. 

[8] D. A. Kudinov, V. A. Chirkov, S. A. Vasilkov, I. A. 

Elagin. Features of numerical simulation of 

unsteady-state electric current passage processes in 

COMSOL Multiphysics in relation to the capacitive 

energy storage simulation, Journal of Physics: 

Conference Series. In Press.  

 
 

 

CONTENTS 52: Numerical Simulation Of Electrodeformation. . .

174
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Abstract- Turbulent convection is ubiquitous in fluid systems. In particular, multi-physical convection problems involve
mass, heat, and particle transfer. When the particles are charged and driven by a high-voltage electric field, both buoyancy
and electric forces contribute to driving and maintaining the convection. In this work, we perform numerical analysis using
a high-fidelity Fourier-Chebyshev spectral solver. We further derive the dynamical systems governing the kinetic energy, the
enstrophy, the potential energy, and the electric energy analytically. Finally, we perform a data-driven modal decomposition to
show the coherent structures that contain energy in turbulent convection.

Keywords- Electro-thermo-hydrodynamic, energy analysis, coherent structures, model decomposition.

I. INTRODUCTION

Electro-thermo-hydrodynamic (ETHD) convection has
been a research focus since its first introduction to model
the geo-convection of the mantle [1, 2]. In recent years,
many studies have focused on the linear stability analy-
sis of the ETHD systems [3, 4] and transition routes to
chaos [5, 6]. Despite the broad interests in the stability
analysis of laminar or mildly chaotic ETHD convection,
only a few studies have attempted to analyze the turbu-
lent regime [7, 8]. In particular, the recent paper of our
group presents the relationship between the potential energy
and electric energy budgets and the kinetic energy dissipa-
tion [8].

In the current study, we follow up upon our recent
work [8] to (1) derive the governing equations for kinetic
energy, enstrophy, potential energy, and electric energy;
(2) perform data-driven modal decomposition using the
proper orthogonal decomposition (POD); and (3) compare
the modal analysis and identify the coherent structures re-
lated to energy concentration.

The remainder of the paper is as follows. Section II dis-
cusses the dimensionless governing equations of the orig-
inal 2D ETHD system and the dynamical systems of the
energy terms. Section III and IV presents the numerical
results and discussion. Conclusion and future work discus-
sion is presented in Section V.

II. METHODOLOGY

A. Governing equations of the ETHD system

The dimensionless equations governing the ETHD sys-
tem can be written as:

∇ · u = 0, (1)

∂u

∂t
+ (u · ∇)u = −∇P + ν∇2u+ FEqE+ Fθθey, (2)

∂q

∂t
+∇ · [q(u+E)] = νE∇2q, (3)

∇2ϕ = −Cq/4, (4)

E = −∇ϕ, (5)
∂θ

∂t
+ u · ∇θ − uy = νθ∇2θ. (6)

Here, ey = (0, 1) is the unit vector pointing towards the
y direction (opposite of gravity); u = (ux, uy) is the 2D
velocity vector; p is the pressure scalar; E = (Ex, Ey) is
the 2D electric field vector; θ is the temperature anomaly
defined as the difference between the temperature and con-
ductive temperature profile (Tconduction = −y); q is the net
charge density; and ϕ is the electric potential. Note that all
parameters are dimensionless [8].

The system is controlled by the initial and boundary
conditions, together with the six dimensionless parame-
ters: ν is the molecular viscosity; FE is the electric forc-
ing magnitude; Fθ is the buoyancy forcing magnitude; νE
is the charged particle viscosity; C is the charge injection
strength; and νθ is the thermal diffusivity.

B. Boundary conditions

The non-slip boundary condition (uy=±h = 0) are ap-
plied to the fluid flow at the upper (y = h) and lower
(y = −h) planes. The boundary conditions of the other
variables are listed as follows.

ϕy=−h = 1, ϕy=h = 0, (7)

qy=−h = 1, (∂q/∂y)y=h = 0, (8)

θy=±h = 0. (9)

In this work, we investigate 8 cases with the dimension-
less parameters shown in Table.1. In addition to these four
parameters, the other two dimensionless governing param-
eters remain constants: FE = 250 and νE = 2.00 × 10−4.
For Cases 1 and 5 where C = 0, the ETHD system re-
duces to the classical Rayleigh-Bénard Convection. The di-
mensionless parameters chosen here cover a broad range:
Pr ∈ [7, 100], Ra ∈ [5×107, 109], and T ∈ [103, 4×103],
where Pr is the Prandtl number, Ra is the Rayleigh num-
ber, and T is the Taylor number or electric Rayleigh num-
ber [8].
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Table 1: Dimensionless parameters governing the dynamics of
the turbulent ETHD convection

Case ν Fθ νθ C

1 0.050 1.12×103 7.14×10−3 0

2 0.050 1.12×103 7.14×10−3 10

3 0.033 4.96×102 4.76×10−3 10

4 0.025 2.79×102 3.57×10−3 10

5 0.10 6.25×103 1.00×10−3 0

6 0.10 6.25×103 1.00×10−3 10

7 0.050 1.56×103 5.00×10−4 10

8 0.033 6.94×102 3.33×10−4 10

C. Kinetic, potential, and electric energy and enstrophy
equations

The kinetic energy, Eu = 1
2u

2 = 1
2 (u

2
x + u2y), can

be obtained by multiplying the momentum equation by the
velocity vector u and domain averaging ⟨·⟩V :

∂⟨Eu⟩V
∂t

= −⟨ϵK⟩V + FE⟨qu ·E⟩V + Fθ⟨θuy⟩V . (10)

The enstrophy, Ω = 1
2ω

2, where ω = ∇ × u, can be
obtained in a similar way:

∂⟨Ω⟩V
∂t

= −⟨ϵω⟩V + FE⟨ω∇× (qE)⟩V + Fθ⟨ω
∂θ

∂x
⟩V .
(11)

Here, ⟨ϵK⟩V = ν⟨ω2⟩V , and ⟨ϵω⟩V = ν⟨|∇ω|2⟩V are
energy and enstrophy dissipation terms.

The potential energy, Ep = −Fθy(θ − y), can be ob-
tained by multiplying the equation for θ by y, followed by
a domain averaging:

∂⟨Ep⟩V
∂t

= Fθνθ(Nu − 1)− Fθ⟨θuy⟩V (12)

Here, Nu is the Nusselt number that varies in time. The
potential energy equation is consistent with the previous
studies on Rayleigh-Bénard Convection [9, 10].

Similarly, the electric energy, Ee = FEqϕ, can be ob-
tained by multiplying the equation for q by ϕ, followed by
a domain averaging:

∂⟨Ee⟩V
∂t

= FE⟨pE⟩V − FE⟨qu ·E⟩V (13)

− FEq⟨∇ϕ · ∇ϕ− ∂ϕ

∂t
⟩V (14)

− FEνE⟨∇ϕ · ∇q⟩V . (15)

Here, ⟨pe⟩V = ∆ϕI0Ne/H is the total electric energy in-
jection into the ETHD system across the boundary, where
∆ϕ is the electric potential difference between the lower
and upper planes, and H is the height. Ie = ⟨i⟩A, y=−1 and

Table 2: Domain and time averaged kinetic energy and enstrophy
for 8 cases

Case ⟨Eu⟩V,t ⟨Ω⟩V,t
1 50.68 1792.90

2 52.78 1891.20

3 27.88 978.97

4 21.85 722.85

5 49.98 1558.30

6 51.74 1598.10

7 16.90 489.90

8 12.34 340.15

Ne = Ie/I0 is the electric Nusselt number. I0 equals Ie at
the hydrostatic state [11, 8].

The relation among the kinetic, potential, and electric
energy can be summarized as follows.

∂⟨Eu⟩V
∂t

= −Du +ΦE +Φθ (16)

∂⟨Ep⟩V
∂t

= Nθ − Φθ (17)

∂⟨Ee⟩V
∂t

= NE − ΦE −Delec (18)

Here, Du = ⟨ϵK⟩V is the viscous dissipation; ΦE =
FE⟨qu · E⟩V is the electric energy transferred into kinetic
energy; Φθ = Fθ⟨θuy⟩V is the potential energy trans-
ferred into kinetic energy; Nθ = Fθνθ(Nu − 1) is the net
potential energy injection by heat flux across the bound-
ary; NE = FE∆ϕI0Ne/H is the net electric energy in-
jection by current flux across the boundary; and Delec =
FEq⟨∇ϕ · ∇ϕ − ∂ϕ

∂t ⟩V + FEνE⟨∇ϕ · ∇q⟩V is the electric
dissipation [12, 8].

III. RESULTS

Table 2 shows the domain and time averaged kinetic en-
ergy and enstrophy for the 8 cases. It can be observed that
for constant parameters, the electric field has a positive im-
pact on both kinetic energy and enstrophy, by comparing
Cases 1 and 2 or Cases 5 and 6. However, when Fθ de-
creases, both the kinetic energy and the enstrophy decrease.

Next, we show the results of POD modal analysis of
Eu, Ω, Ep, and EE of Case 8, as shown in Fig. 1. It can be
observed that for all the energy-related properties, the first
mode weights significantly over the others as its singular
value is much larger than the second one. Furthermore, the
first POD mode captures the large-scale dynamics (coher-
ent structures) of the corresponding energy, as shown in the
comparison between a snapshot and the first mode in Fig. 1.
Also, the potential energy is more evenly distributed within
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Figure 1: The POD analysis of Eu, Ω, Ep, and Ee for Case 8.

the whole domain while the electric energy is more concen-
trated in the plume. The findings here are consistent with
our previous results on Φθ and ΦE [8].

IV. CONCLUSION

In this work, we analyze the energy terms in 2D ETHD
turbulent convection systems. We first derive the govern-
ing equations (as in a dynamical system) of the kinetic en-
ergy, potential energy, and electric energy. We then remark
the transitional terms (Φθ and ΦE) which are the different
contribution to kinetic energy due to potential energy and
electric energy. This analysis completes the energy trans-
fer picture described earlier in our previous work [8], and
it is firstly reported in this work. Furthermore, we perform
POD analysis on the energy terms and show that the coher-
ent structure that contains the energy can be well described
by the first POD mode. However, due to the same feature,
POD analysis cannot reveal the information contained in
small structures which may be important for turbulent mod-
eling using e.g., large eddy simulations.

In our future work, we aim to extend our modal anal-
ysis by using different data-driven modal analysis such as
dynamic mode decomposition (DMD), empirical mode de-
composition (EMD), and variational mode decomposition
(VMD) and compare their performance on analyzing the
energy in a 2D ETHD turbulence system.
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I.  INTRODUCTION 
 

For several years, Latent Heat Thermal Energy 

Storage Systems (LHTESS) have been studied as a 

technique due to bridge the mismatch between energy 

supply and demand. Most LHTESS use organic PCMs 

(Phase Change Materials) as a working fluid. This is due 

to their chemical stability, relatively high latent heat of 

fusion, and low melting point [1]. However, a drawback 

of organic PCMs is that they have a very low thermal 

conductivity (~0.3 W/mK) [2, 3]. This restricts heat 

transfer to the PCM and results in either a slow rate of 

“charging” (time for the PCM to melt) or requirement for 

a higher temperature heat source for the desired rate of 

heat transfer.  

Several methods have been implemented to improve 

the rate of heat transfer within PCMs. These methods can 

be divided into passive and active techniques. The main 

advantage of passive techniques is that they do not require 

an external power source. However, passive techniques 

are unable to control heat transfer with respect to the 

system demands [4], and as a result tend to have a 

comparatively lower limit in heat transfer enhancement. 

Some of the most studied passive techniques are the usage 

of extended surfaces, thermal conductivity enhancement, 

as well as microencapsulation of the PCM [5, 6]. Lacroix 

et. al [7] investigated the efficacy of extended surfaces for 

heat transfer enhancement for PCMs numerically and 

found that melting time could be reduced by 70%, but with 

a 7% reduction in the capacity of the PCM cavity due to 

the space taken by the fins. Veraj et. al [8] reported a 

similar issue when attempting to enhance the thermal 

conductivity by adding thermal conductive rings in the 

cavity. They were able to reduce melt time by 88%, but 

the rings occupied 20% of the cavity.  

A promising new method of active heat transfer 

enhancement is electrohydrodynamics (EHD). EHD 

involves the application of an electric field to the liquid 

phase of the PCM.  This applies a body force on the liquid 

PCM that will drive motion, resulting in a highly efficient 

[10] type of forced convection. This mechanism of heat 

transfer enhancement is analogous to mechanical stirring, 

however with the advantage of no moving parts to take up 

space within the cavity like some passive methods [10-

12].  

In recent years there has been much interest in 

studying the mechanism of heat transfer enhancement 

from EHD induced convection in LHTESS. The 

motivation is that with an improved understanding of the 

mechanism, more efficient EHD LHTESS can be 

optimally designed. These systems would feature an 

optimized configuration of electrodes to maximize 

convection heat transfer induced by EHD. Alternatively, a 

more efficient electrode configuration would also allow 

for the desired heat transfer enhancement at lower 

voltages/electric fields. This reduces the risk of dielectric 

breakdown, degradation in material properties, and cost to 

implement the EHD solution. 

 Various studies have attempted to study EHD 

convection cells [13-17] using PIV. However, these 

studies used a time averaged velocity field. To gain further 

insight into the transient behaviour of EHD induced 

convection, we have designed an experiment that uses 

Schlieren imagery to visualize EHD induced jets in live 

time. This allows the study of transient behaviour of the 

jets during the melting process. 
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Abstract- An experiment was designed to assess the potential of schlieren imagery for visualizing EHD induced 

convection cells in the liquid phase of a PCM (Phase Change Material). The motivation behind using this new 

methodology has been to avoid the potential error from seeding particle charging when using PIV (Particle Image 

Velocimetry). In PIV if the employed seeding particles have a different electrical permittivity to the working fluid, 

they can accumulate charge on their surface. This will lead to an additional coulomb force on the seeding particles 

which could be a significant source of error in the velocity measurement of the fluid. In this work, we use schlieren 

imagery to visualize EHD induced convection cells in the liquid phase of a PCM in a differentially heated 

macrocapsule. The methodology is totally non- intrusive and does not require joule heating to create the density 

gradients necessary for visualization. Instead, density gradients are created by differentially heating the 

macrocapsule. The advection of temperature gradients (density gradients) in the working fluid are recorded 

through a Z type schlieren system with a DSLR. Using a customized optical flow measurement code, the videos 

are converted into velocity field measurements. EHD induced jet velocities of 18mm/s are recorded with a 99.7% 

confidence interval of +/- 1.6mm/s 
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II. METHODOLOGY 

 

A.  Test Cell 

 

 
Fig. 1 Test cell schematic. “Bumped” electrode on left side, and 

“Flat” electrode on right. 

  

The test cell is an acrylic cavity designed to melt a 

PCM in a vertically oriented configuration and visualize 

the EHD driven convection cells in the liquid phase. The 

PCM used for the present experiment was octadecane, as 

its melting temperature is slightly above room temperature 

(28°C) which reduces heat loss through the sides of the 

test-cell. The thermophysical and electrical properties of 

octadecane from literature [2, 18] are summarized in table 

1.  

Table 1 

Property Value  

𝑇𝑚 28.0 𝐶°  

𝑐𝑝,𝑙  2.24 𝑘𝐽/(𝑘𝑔 𝐾) 

𝑐𝑝,𝑠 1.90 𝑘𝐽/(𝑘𝑔 𝐾) 

𝑘𝑙 0.16 𝑊/(𝑚 𝐾) 

𝑘𝑠 0.32 𝑊/(𝑚 𝐾) 

𝜌𝑙 775.6 𝑘𝑔/𝑚3 

𝜌𝑠 867.0 𝑘𝑔/𝑚3 

𝐻𝑓𝑢𝑠𝑖𝑜𝑛 243.7 𝑘𝐽/𝑘𝑔 𝐾 

 

On opposing ends of the cavity are copper electrodes. 

The “bumped” electrode on the left in figure 1 is heated at 

a constant temperature, while the “flat” electrode is 

insulated. The test cell inner cavity measures 118 mm x 20 

mm x 32 mm in dimensions with the electrodes in place, 

where 118 mm is the vertical height of the cavity and 20 

mm is the spacing between electrodes. The solid PCM 

occupies the space between the electrodes and then 

expands into a 20 mm air gap above the electrodes as it 

melts. The “bumped” electrode features 10 semi-circular 

profiles, with a radius of 3mm. This choice in 

configuration was motivated from observations from 

Nakhla et. al [19], where they found that the heat transfer 

coefficient within the liquid PCM was greatest between 

rows of cylindrical electrodes. The goal of this 

configuration was to create an electric field of a similar 

profile to Nakhla et. al’s [19] cylindrical rows, with less 

complexity.  

The bumped electrode is heated by a Kapton 

polyimide heater located outside the inner cavity. The 

heater is electrically insulated from the electrode by a 

1mm thick layer of acrylic.  This configuration was chosen 

as opposed to the previously employed thermal baths 

[10,19-20] to reduce complexity in electrically insulating 

the heater.  

 

B.  Schlieren System 

The test cell was placed in the interrogation area of a 

Z type schlieren system, and the flow was visualized using 

a Canon DSLR. The benefit of using a DSLR is that the 

flow could be viewed in live time. This was convenient for 

studying the long-term evolution of the flow (> 1 min) 

without the need for excessive storage.  

 
Fig. 2 Schlieren system schematic. Test section is placed such 

that the top of the cell is out of the page. Schlieren system is z 

type.  

The viewing area of the schlieren system is a 20 mm 

x 30 mm rectangle as shown in figure 3.  

 
Fig. 3 Camera viewing area schematic. Viewing area for 

visualization is highlighted by black outline. The melt fraction 

depicted here is a rough depiction of ~60% melt fraction, 

showing the effect of natural convection on the melt front.  

 

C.  Optical Flow Measurement  

 

The fluid velocity was measured using a customized 

optical flow measurement code implemented in 

MATLAB. The code interprets each image from the 

video of the flow (as seen through Schlieren) as a 1080 x 

1920 matrix of light intensities. It assumes that between 

each set of frames the overall light intensity is conserved, 

or in partial terms: 

 

 
∆𝐼 ∙ �⃑⃑� = −

𝜕𝐼

𝜕𝑡
 

(1) 

 

Equation 1 is the optical flow equation, which relates 

spatial and temporal light intensity (I) distributions to the 

velocity field (�⃑⃑� ). For a 2D problem, there are two 

unknowns (𝜕𝑥/𝜕𝑡, 𝜕𝑦/𝜕𝑡) and one equation, so an 

additional equation is required for closure. This is known 

as the “aperture” problem. There are several closure 
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solutions to this problem; in this case we used the 

Farneback method [21].  

The optical flow measurement code then divides the 

video into groups of two adjacent frames (i.e. frame 1 

and 2, frame 2 and 3…)  and calculates a velocity field 

between each set of frames. The output velocity 

measurement for the video is the average of all the 

velocities fields measured from each frame set, so for a 

video of 100 frames there will be 99 unique frame sets 

and corresponding velocity field measurements that are 

averaged. 

 

III. RESULTS 
  

 
Fig. 4 Velocity field magnitude 8kV. 50% melt fraction, in 10 

second intervals: a) 0s, b) 10s, c) 20s, d) 30s, e) 40s, f) 50s, g) 

60s  

Initially the heater was turned on and left to melt the 

PCM in the absence of electro-convection. Once the test 

cell had reached approximately 50% melt fraction the high 

voltage power supply was turned on and 8kV was applied 

across the electrodes, and the DSLR started recording the 

flow.  

When the applied voltage was increased to 8 kV, jets 

of a maximum velocity of ~18 mm/s formed around the 

apex of each “bump” on the electrode. In figure 4 we can 

see the temporal evolution of the velocity field for 8 kV 

applied voltage in 10 second intervals, where time 0 s, is 

1 second after the voltage was applied. For discussion we 

will refer to the jets originating from each bump as “top”, 

“middle” and “bottom” jets, where the top jet is centered 

at +10 mm in the y axis, the middle is 0 mm and bottom is 

-10 mm. 

Immediately after 8 kV was applied (fig 4 a), the jets 

were roughly horizontal in orientation, this suggests that 

the electric forces are dominant over natural convection.  

At 20 seconds after 8 kV was applied the top two jets 

started to interact with each other and appeared to be 

drawn together (fig 4 c). After 40s the top jet splits into 

two separate streams and becomes weaker (maximum 

velocity reduced from 18 mm/s to 14 mm/s) (fig 6 d). 

Although it was not visible on the camera, it appears that 

this is due to the top jet interacting with the jet from the 

bump above the camera viewing area.  

 

IV. DISCUSSION 

 

The mechanism of jet transience is of interest to us, as 

previous experiments have only studied the steady flow 

induced from charge injection. The transience in the jets 

can originate from several sources. For example, we can 

expect flow instabilities in the shear layer between the jet 

and the recirculation zone, like those found in turbulent 

jets. An instability in the flow structure will lead to a 

change in the space charge distribution, which will 

change the magnitude and direction of the applied 

electrical force to the fluid. This could either suppress or 

exacerbate the instability.  

It is also hypothesized that the changing melt front shape 

may interact with the flow structure. Besides functioning 

as a wall for the jet, the solid PCM also represents a 

change in the charge transport mechanism, as there is no 

advection, and the ionic mobility is greater (roughly by 

one order) 1𝐸 − 7 𝑚2𝑉−1𝑠−1 [22].  

With this in mind, we propose two potential mechanisms 

for the jet splitting seen in figures 4 d): 

Initially the jet forms in the direction of shortest distance 

(the horizontal direction) with the maximum electric field 

strength toward the opposite PCM. However, as the jet 

impact point melts faster, the distance increases, and the 

electric field strength decreases. This causes the jet to 

shift toward the periphery of the original impact area 

where the electric field strength is higher. This process 

creates a periodic formation that alternates between 

horizontal and oblique directions. The low velocity may 

be a result of the flow forming as a ring-like jet. 

In addition, the jets advects charge the same polarity of 

the electrode on to the nearby PCM, which accumulates.  

This accumulation of charge reduces the electric field 

strength between the bumped electrode and the PCM, 

thus preventing the EHD jet from propagating toward the 

horizontal direction. Consequently, the flow is directed 

toward the periphery of the charged area, which is an 

uncharged region where the electric field strength is 

stronger. As the charge accumulates in this area, the flow 

shifts back as the charge in the initially charged area is 

transported away and reduced. This fluctuation repeats, 

causing the position of the flow to oscillate.  

 

V. CONCLUSION 
 

In this work, we have developed a new methodology 

to study the transient behaviour of EHD induced 

convection in PCMs. Using Schlieren imagery, we have 

seen that in the time scaler of ~10s, EHD jets can interact 

with each other, and change in direction and strength 

significantly.  
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I.  INTRODUCTION 
 

With the rapid development of the world economy, 

lots of countries are increasingly demanding energy 

resources. Wind power generation, recognized for its cost-

effectiveness and eco-friendly characteristics, now ranks 

as the third most significant energy source globally. 

Furthermore, wind turbines are extensively installed in 

cold regions due to their abundant wind resources[1]. In 

these environments, turbine blades are prone to ice 

accumulation, which can significantly reduce energy 

conversion efficiency[2], shorten blade service life, and 

potentially cause safety incidents. Although a range of 

methods have been proposed and applied for de-icing, 

there is a series of issues still far from being completely 

addressed, including environmental impact and high-

energy consumption.  

To overcome these obstacles, a plasma-based 

technique using the traditional two-electrode surface 

dielectric barrier discharge (SDBD) for deicing has 

received growing attention in recent years because of fast 

reaction time[3], low power consumption, and pollution-

free[4]. Based on the gas heating mechanism, the 

traditional pulsed SDBD can not only generate thermal 

effects for de-icing[5] but also induce weak shock 

waves[6]. However, the intensity of these shock waves is 

too weak to achieve direct ice removal. Subsequently, a 

three-electrode configuration is developed to enhance the 

intensity of the discharge and the shock wave. A second 

grounded electrode (GE) is arranged on the same side of 

high voltage (HV) electrode, which can generate pulsed 

unilateral spark discharge between the HV electrode and 

the grounded electrode. A single pulsed discharge can 

generate only one shockwave, and a distinct ice - breaking 

effect can be achieved after several consecutive pulsed 

discharges. [7].  

To further enhance the shock wave intensity, a three-

electrode dual-spark SDBD actuator was proposed, which 

enables simultaneous dual-spark discharge. Electrical and 

optical diagnostics were employed to investigate the two 

operational modes of the reactor: streamer discharge and 

spark discharge. Considering the randomness of spark 

discharge, statistical studies on the spark mode transition 

were emphasized to guide subsequent applications. The 

generation and coupling characteristics of single-pulse 

shock waves were examined using a Schlieren system, 

along with an assessment of the aerodynamic performance 

in continuous discharge operation. 

 

II. EXPERIMENTAL SETUP 

 

A schematic diagram of electrical and optical 

diagnostics for three-electrode dual-spark pulsed SDBD is 

presented in figure 1. HV pulse (HVP-20P, Xi'an Smart 

Maple Electronic Technology Co. Ltd., China) is applied 

on the HV electrode to produce the plasma. The applied 

pulse on HV electrode and current crossed the gap are 

measured through voltage probe (Tektronix P6015A) and 

current probe (Tektronix P6021A), respectively. Both of 

them are linked with the digital phosphor oscilloscope 

(Tektronix DPO 3012) to obtain the wave-forms. In order 

to investigate the discharge modes, images are taken 

through Intensified Charge-Coupled Device 

(ICCD)camera (Andor DH334T-18U-03 equipped with 

Canon 50mm f/1.8 UV lens). And the ICCD is 

synchronized with the HV pulse via a signal exported from 

pulse power. 

To make an effective observation of pulsed surface-

spark discharge, the tip with an angle of 90° for HV 

electrode and the second grounded electrode are arranged 

on the same surface of barrier dielectric. Both of them are 

made of copper foil with thickness of 0.1 mm. Two high-

voltage (HV) electrodes are symmetrically arranged, 
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measuring 5 mm in length and 6 mm in width. And the 

second grounded electrode features a rectangular 

configuration with 20 mm length and 2 mm width. The 

discharge gap between HV electrode and second grounded 

electrode is set at 5 mm. The barrier dielectric is epoxy 

resin with the 0.8 mm thickness. On the other surface of 

barrier dielectric, the first grounded electrode constructed 

from 0.1-mm-thick copper foil with dimensions of 32 mm 

× 20 mm, is placed under the HV electrode and second 

grounded electrode. The presence of the first grounded 

electrode can enhance the electric field strength around the 

HV electrode region, which is beneficial for the initial 

discharge. 
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Fig. 1.  Schematic diagram of the experimental system 

(a)experimental set-up, (b) front view of three-electrode 

configuration and (c)top view of three-electrode configuration. 
 

To systematically observe shock waves generation 

and propagation, a Schlieren system is configured as 

schematically shown in Figure 2. The optical assembly 

comprised a tungsten halogen lamp (24 V, 300 W) as the 

light source. The emitted beam passed through a pinhole 

spatial filter, reflected off a flat mirror onto a concave 

mirror. Two parabolic mirrors (Φ=30 cm, f/10) 

subsequently collimated the beam to establish a parallel 

light field. The modulated light was then redirected via 

another flat mirror through a knife-edge aperture before 

being captured by a high-speed camera (Phantom 

VEO1010L-36G), enabling time-resolved visualization of 

compressible flow density gradients. 

 

 
 

Fig. 2.  Schlieren system 
 

III. RESULTS 
 

A.  Electrical and optical characteristics of streamer-to-

spark transition 

 

The plasma discharge topography and electrical 

characteristics of the streamer discharge under a pulse 

peak voltage, pulse repetition rate, and pulse width of 14 

kV, 1 kHz, and 50 ns, respectively, are shown in figure 3(a) 

(b). It can be observed from the current waveform that 

there are three discharge phases that exist during the 

overall discharge. They are primary  streamer, transitional 

streamer and  secondary reverse streamer, which are 

reported in [8]. The plasma topography demonstrates that 

more intense discharge occurs at the high-voltage 

electrode tip, resulting from its reduced curvature radius 

that concentrates charges and intensifies the local electric 

field. The streamer discharge will induce heat generation 

for deicing through the mechanism of fast heating of gas. 

This is the most widely used approach for SDBD-based 

deicing currently. 

As the applied voltage increases, the HV electrode tip 

will induce spark discharge. Figures 3(c) and 3(d) are 

obtained under a pulse peak voltage, rising time and pulse 

width of 20 kV, 50 ns and 50 ns, respectively. And figure 

3(c) was taken by an ICCD camera with the gate width of 

5 ns at 220 ns after voltage application. This nanosecond-

scale observation confirms the simultaneous occurrence of 

bilateral spark discharge, a phenomenon previously 

unreported in SDBD research. This is because pre-position 

two symmetrical tips in this reactor could induce a large 

accumulation of charge. This will strengthen the localized 

electric field under the same power supply excitation, 

thereby facilitating the simultaneous discharge of two 

sparks. 

After the spark voltage of 20 kV was applied, the first 

discharge current corresponding to the streamer phase 
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sustains at 72 ns, as shown in Fig.3(d). Then, the current 

rises sharply while the voltage collapses rapidly, 

indicating the onset of spark breakdown. And the current 

reaches a maximum of 138 A at 94 ns. The voltage 

collapse cannot sustain the high current, leading to gradual 

current decrease. During 408-2360 ns, an underdamped 

oscillatory current tail appears, which is because the 

single-pulse spark discharge system can be modeled as an 

energy-storing RLC circuit. During discharge, the 

capacitive energy releases through the nonlinear plasma 

channel, where dynamic circuit impedance variations and 

capacitor-inductor energy exchange generate the 

underdamped oscillatory waveform[9,10].  

 
 

Fig. 3. (a) Plasma photograph and (b) voltage-current (U-I) 

waveform during the streamer phase; (c) ICCD image and (d) 

U-I waveform during the spark phase. 

 

Subsequent studies revealed that the reactor exhibits 

two additional discharge modes under varying voltages: 

left unilateral spark and right unilateral spark. Since the 

breakdown voltage changes from shot to shot, a statistical 

experiment of 420 breakdowns was performed. The time 

interval between each measurement is 30s.While the 

lowest breakdown voltage is only 11.5 kV, the highest one 

reaches 18.5 kV. Therefore, there are 60 discharges in 

each voltage range in figure 4. The 11-12 kV range 

represents the critical breakdown voltage where both 

streamer and spark discharges coexist. As the voltage 

increases, the streamer discharge mode gradually 

disappears, accompanied by a declining probability of 

unilateral spark formation and an increasing probability of 

bilateral spark occurrence. This phenomenon occurs 

because the increased voltage enhances energy injection 

from the power source, thereby facilitating the ignition of 

bilateral spark discharge. Furthermore, the probability of 

dual-spark discharge can reach over 88% under single-

pulse excitation when the voltage is above 16 kV. This 

establishes the fundamental basis for potential application 

of bilateral spark discharge in de-icing technologies. 

 
Fig. 4.  Probability density distribution of breakdown voltage. 

 

B.  Aerodynamic performance diagnosis in spark stage 

 

Captured by the Schlieren system, figure 5 shows the 

shock waves generated by surface spark discharges 

induced by the first pulse and subsequent pulses, 

respectively. During experiments, the high-speed camera 

was set with a sampling rate of 51,000 fps and an exposure 

time of 5.0 μs. The results demonstrate that simultaneous 

discharges from two spark channels induce two shock 

waves concurrently. This phenomenon occurs because 

spark discharge significantly enhances fast gas heating, 

causing thermal expansion that generates pressure waves. 

The two shock waves then propagate outward over time. 

Furthermore, the light - dark gradient in the schlieren 

image is positively correlated with the intensity of the 

shock wave. At 22 μs, a pronounced enhancement of 

pressure wave intensity is observed at the interaction 

region of the two shockwaves. This enhancement results 

from vector superposition of pressure waves at the 

intersection. In practical applications, this effect reduces 

the required surface discharge intensity for equivalent ice 

removal, thereby mitigating dielectric aging. Furthermore, 

the simultaneous generation of dual spark discharges 

enables multi-point breakdown in de-icing applications, 

improving operational efficiency. What’s more, these 

intersections do not affect the propagation behavior, thus 

preserving the waves’ independent propagation properties. 

In the process of impact propagation generated by 

subsequent pulses, there is airflow disturbance in the 

discharge area, forming a gas disturbance similar to the 

formation of a synthetic jet from the discharge area to the 

upper space. The height of the airflow disturbance 

continues to grow with the increase of the number of 

pulses. The height of the airflow disturbance increases 

from 11 mm when the number of pulses is 2 to 33.2 mm 

when the number of pulses is 10. The reason for the 

airflow disturbance is that on the one hand, the heat 

continues to accumulate to achieve the effect of 

temperature rise, thus forming an upward airflow 

disturbance. On the other hand, after the shock wave is 

formed and propagated, a negative pressure zone is 

formed in the discharge zone. The air on both sides of the 

high-voltage electrode and the second grounding electrode 

flows into the negative pressure zone, which makes the 
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bottom size of the air disturbance smaller. After the air 

enters the negative pressure zone, it will collide with the 

surface of the medium, which further leads to the upward 

growth of the air disturbance. In the actual deicing 

application, these airflow disturbances are conducive to 

promoting heat conduction and heat convection to the 

surrounding air, and promoting the formation of a large 

area of temperature rise.

 

Fig. 5. Schlieren images under the pulse voltage of 20 kV and pulse frequency of 1 kHz (a) shock wave in first pulse 

and (b) shock wave in subsequent pulses 

 

V. CONCLUSION 
 

In summary, a novel three-electrode dual-spark 

SDBD actuator capable of simultaneously generating two 

spark discharges has been developed and investigated 

experimentally.  Different electrical characteristics and 

discharge morphologies indicate that streamer discharge 

and surface-spark discharge appear in the sequential pulse. 

The probability of dual-spark discharge exceeds 90% 

under single-pulse excitation when the voltage is above 16 

kV. And a pronounced enhancement of pressure wave 

intensity is observed at the interaction region of the two 

shockwaves. What’s more, these intersections do not 

affect the propagation behavior, thus preserving the waves’ 

independent propagation properties. During continuous 

pulsed discharges, gas jet phenomena emerge due to 

thermal energy accumulation.  
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I.  INTRODUCTION 

 
Hydrogen (H2) is expected to play an important role 

for realizing decarbonized society. Currently, research and 
development on electrolysis as a method for H2 production 
utilizing renewable energy are being actively pursued. 
Meanwhile, methane (CH4) decomposition has been 
gained attention in recent years due to its lower enthalpy 
requirement compared to water electrolysis and the 
potential for utilizing the carbon byproduct as a feedstock, 
thereby facilitating overall cost benefits [1-3]. In particular, 
CH4 decomposition using non-thermal plasma has 
excellent switch on/off characteristics, making it suitable 
for the use of electricity derived from renewable energy 
sources. 

H2 production via CH4 decomposition using plasmas 
has been extensively studied [3]. Warm to high-
temperature plasmas have demonstrated relatively high 
efficiency for H2 production. Zhang et al. utilized a 
rotating gliding arc discharge to decompose CH4 diluted 
with N2, achieving a specific energy consumption (SEC) 
for H2 of 14.3 kJ/NL [4]. Spectral analysis of the C2 
molecule highlighted its warm plasma characteristics, 
revealing vibrational temperatures in the range of 0.56–
0.86 eV and rotational temperatures between 1325–1986 
K. Moreover, reduced N2 dilution improved both SEC and 
H2 selectivity. Morgan et al. employed a pulsed DC 
discharge with pipe electrodes in pure CH4 gas and 
reported an SEC of 23.5 kJ/NL [5]. The estimated 
vibrational and rotational temperatures in their study were 
12130 K and 2873 K, respectively. Kheirollahivash et al. 
achieved an energy yield of 8.73 kJ/NL by creating an arc 
discharge between a rotating electrode and a helical-
shaped electrode, effectively preventing short circuits 
caused by carbon filaments [6]. 

These discharges, characterized by relatively high H2 
production efficiency, are initiated when the gap voltage 
reaches the discharge threshold. However, the initiation 

timing is spontaneous, and the power input is influenced 
not only by voltage but also by several parameters such as 
gap distance and gas flow rate, which complicates precise 
control. In contrast, the use of inductive power supplies, 
such as ignition coils, enables the formation of long-
duration pulsed discharges with greater control. Ignition 
coils allow for easy manipulation of inductive energy 
accumulation time and discharge frequency through the 
input of external pulses. To the best of the authors' 
knowledge, CH4 decomposition and H2 generation using 
ignition coil-powered discharges have not been previously 
reported. 

In this study, CH4 decomposition experiments were 
conducted using an ignition coil to investigate the 
dependence of H2 production on discharge frequency and 
coil energy storage through optical emission spectroscopic 
analysis (OES) to examine temperature effects. 
Additionally, the interaction between products (e.g., soot 
and/or PAH) generated during the previous discharge and 
the subsequent discharge was analyzed under conditions 
of constant flow rate with varying discharge frequency. 
Through the optimization of discharge conditions, the 
ignition coil enabled a reduction in SEC, achieving 
improved energy efficiency of H2. 

 
II. METHODOLOGY 

 
Fig. 1(a) illustrates the experimental setup used for H2 

generation. Electrodes were positioned inside a quartz 
tube of the reactor. The gap distance of electrodes was set 
to 8 mm. CH4 and N2 gases were introduced into the quartz 
tube with flow rates controlled by mass flow controllers. 
The flow rate of methane was set at 23 mL/min. A high 
voltage was applied to the electrodes using an ignition coil 
(TOYOTA90919-02218). The discharge current and 
voltage were measured using a high-voltage probe 
(TESTEC TT-HVP2379) and a current transformer 
(Magnelab CT-B0.5), respectively, and the waveforms 
were recorded with an oscilloscope (Tektronix MDO3054 
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500MHz). The product gases were analyzed by gas 
chromatography (GC: GL Sciences GC3210)  with TCD. 

The OES of the discharge was conducted using a 
spectrometer (Andor SR-303i) via quartz optical fibers 
with collecting optics, as detailed in Fig. 1(b). In this study, 

C2 Swan (𝑑ଷΠ − 𝑎ଷΠ௨) and N2 second positive 
(𝐶ଷΠ௨ − 𝐵ଷΠ) bands were observed, and the vibrational 
and rotational temperatures were evaluated using the 
software, Specair [7]. Unless otherwise noted, a gas 
mixture of pure CH4 with 3% N2 was used in this study. 
Since soot adheres to the walls of the quartz tube, the 
optical emission analysis was performed 1 and 3 minutes 
after the initiation of discharge, before significant soot 
deposition on the tube walls occurred.  

An ignition coil was employed as the inductive high-
voltage power supply in this study. The ignition coil, a 
type of flyback transformer, generates high voltage on the 
secondary side by stopping the current on the primary side. 
The time duration of the current supplied to the primary 
side, referred to as the dwell time (DT), was adjusted to 
vary the inductive energy stored in the coil. Typical 
current and voltage waveforms of the discharge are shown 
in Fig. 2. The waveforms initially feature a short-pulse, 
high-voltage, high-current component known as the 
capacitive component (C-comp.), followed by a low-
voltage, long-pulse discharge known as the inductive 
component (L-comp.). Most of the energy stored in the 
ignition coil is released as the L-comp as shown. However, 
the high voltage of the initial C-comp. enables dielectric 
breakdown of the gas even with a wide electrode gap.  

In this research, CH4 conversion ratio and SEC for H2 
production are defined as following equations: 

 

𝐶𝐻ସ,௩[%] =
𝑛ுସ − 𝑛ுସ௨௧

𝑛ுସ

× 100 (1) 

𝑆𝐸𝐶[𝑘𝐽 𝑁𝐿⁄ ] =
𝐸

𝑉ுଶ

   . (2) 

 
where 𝐸 and 𝑉ுଶ are discharge energy estimated by the 
product of discharge voltage and current and H2 volume in 
normal condition, respectively.  

The main gas species observed in the product gas were 
CH4, H2, and C2H2, with very low amounts of C2 and C3 
chemical species such as C2H6, C2H4, and C3H8. Therefore, 
the main CH4 decomposition reactions can be 
approximated by the following two equations, where the 
fractions of the reactions leading to the formation of C and 
C2H2 are denoted as 𝑎  and 𝑎ଶுଶ, respectively, 

 

𝐶𝐻ସ


ሱሮ 𝐶 + 2𝐻ଶ (3) 

 

𝐶𝐻ସ

మಹమ
ሱ⎯⎯ሮ

1

2
𝐶ଶ𝐻ଶ +

3

2
𝐻ଶ . (4) 

 
 

III. RESULTS AND DISCUSSION 
 
A.  Dwell time dependences 
 

Fig. 3 presents the discharge energy—comprising C- 
and L-comp., as well as their sum—in relation to the DT. 
As mentioned previously, these discharge energies were 
obtained by temporally integrating the product of the 
discharge voltage and current. Since the capacitive and 
inductive components of the discharge have different 
characteristic time scales, the waveforms were separately 
obtained from distinct discharges, and their respective 
integrations were summed to evaluate the overall 
discharge energy. 

Furthermore, the H2 and C2H2 concentrations in the 
product gas were measured using GC, as shown in Fig. 4. 
As observed in Fig. 3, the discharge energy generally 
exhibits a linear relationship with DT. H2 production also 
shows a linear relationship with DT, although there is an 

Fig. 2 Typical discharge voltage and current waveforms of 
ignition coil. 

 
 

Fig. 1.  Experimental setup. 
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Fig. 3 The dependence of discharge energies on DT.  
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offset in relation to the discharge energy threshold, 
indicating less contribution of C-comp.  

Fig. 5 illustrates the CH4 conversion rate, 𝑎  , 𝑎ଶுଶ, 
as well as the DT dependency of SEC, derived from the 
obtained results. The curve was drawn based on the B-
spline method. The CH4 conversion begins to increase 
when DT exceeds approximately 1 ms. In fraction of 
reactions with a DT of up to 2 ms, 𝑎  is greater than 𝑎ଶுଶ. 
However, at a DT of 3 ms, this relationship is reversed. 
The SEC value is large at DT = 1.5 ms but asymptotically 
approaches a constant value as DT increases. 

To evaluate the plasma temperature under 
corresponding experimental conditions, spectroscopic 
measurements were conducted. The typical observed 
spectrum is shown in Fig. 6. In low-energy discharges, the 
emission of C2 becomes remarkably weak. A 3% 
concentration of N2 was mixed to evaluate the 
temperatures using the 2nd Positive band, even under low-
energy discharges with low DT. 

Fig. 7 illustrates the DT dependency of temperatures. 
As DT increases, the vibrational temperature rises, while 
the rotational temperature remains almost constant or 
slightly increased. Some temperatures evaluated from the 
Swan band are plotted, showing good agreement in both 
vibrational and rotational temperatures with the values 
derived from the 2nd Positive band. During the C-comp. 
discharge period, only the rotational temperature could be 
evaluated, revealing similar temperatures to those 
observed during the induction component discharge 
period. Considering this temperature along with SEC, it is 

suggested that vibrational temperatures above 4000 K are 
preferable for hydrogen production, while exceeding 6000 
K leads to an increased reaction ratio toward C2H2 rather 
than C. 

 
B.  Frequency dependences 

  
Fig. 8 shows the frequency dependency of H2 and 

C2H2 concentrations in the product gas. The DT was set to 
3 ms and pure CH4 gas was used as reactant gas. It was 
observed that both H2 and C2H2 concentrations increase 
with frequency and exhibit saturation characteristics 
relative to frequency. Fig. 9 presents the dependency of 
CH4 conversion rate, 𝑎 , 𝑎ଶுଶ and SEC under the same 
conditions. In this experiment, the maximum CH4 
conversion rate was 44 % at 100 Hz discharge, while the 
minimum SEC was 8.8 kJ/NL at 10 Hz. The fractions of 
the reactions leading to the formation of C, 𝑎 , was larger 
in the low-frequency region; however, as the frequency 
increases, the fractions of the reactions leading to the 
formation of C2H2, 𝑎ଶுଶ, became larger. 

The conversion rate remaining at 44 % is attributed to 
CH4 decomposition caused by discharge between 
electrodes positioned in the central part of the quartz 
reactor. This suggests that a certain amount of CH4 flowed 
out without interacting with the plasma.  

The following reasons are considered to explain why 
the SEC reached its minimum value at 10 Hz. CH4 gas was 

Fig. 5 The dependence of CH4 conversion, 𝑎, 𝑎ଶுଶ and SEC 
on DT. Discharge frequency was 10 Hz. 

Fig. 6 Typical spectra of N2 second positive (𝐶ଷΠ௨ − 𝐵ଷΠ). 

 
Fig. 7 The dependence of various temperatures on DT. 

 
Fig. 4 The dependence of H2 and C2H2 concentration in the 
product gas on DT. 
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passed through a quartz tube with an inner diameter of 8 
mm at a flow rate of 23 mL/min. At a discharge frequency 
of approximately 1 Hz, it was assessed whether the 
discharge occurred in gas influenced by the preceding 
discharge. The results suggest that successive discharges 
in gas affected by the previous discharge are more 
favorable for H2 production than a single discharge in CH4 
gas. At high frequencies, the proportion of product gas in 
the discharge region increases, leading to the deterioration 
of SEC and a increase in 𝑎ଶுଶ. To investigate the detailed 
mechanisms, it is necessary to conduct reactive fluid 
simulations. 

 Table 1 compares the SEC obtained in this study with 
reported values from previous papers. As shown in the 
table, the optimal value obtained in this experiment is 
found to be nearly comparable to those reported values.  

The practicality of the ignition coil is limited due to 
the presence of iron losses, which are expected to reduce 
the wall plug efficiency even further, making its practical 
implementation difficult. However, the experiment has 
yielded valuable insights into the optimization of 
temperature and frequency. Furthermore, the practicality 
of this type of power source could be enhanced by 
employing magnetic materials with superior performance, 
such as nano-crystalline magnetic materials. 

 
V. CONCLUSION 

 
An CH4 decomposition and H2 production experiment 

was conducted with controlling the frequency and energy 
of warm plasma discharge using an ignition coil. As a 
result, it was observed that the vibrational temperature of 
the plasma increases with increasing DT and SEC 
remained constant. Moreover, optimal value was found on 

the SEC in frequency dependency. The efficiency 
improved when the gas between the electrodes was not 
fully replaced during the discharge cycle, meaning that the 
discharge occurred in the presence of the gas products 
from the previous discharge. This could be attributed to 
the decomposition-promoting effect of the soot and/or 
PAH formed during the previous discharge.  
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Fig. 8 The concentration of H2 and C2H2 in the product gas 
dependent on discharge frequency. 

Fig. 9 The dependence of CH4 conversion, 𝑎, 𝑎ଶுଶ, and SEC 
on discharge frequency. 

 
Table 1: Comparison of specific energy consumption of H2 

 
Process feed SEC 

(kJ/NL) 
ref. 

rotating gliding arc CH4 

+N2 
14.3-45 [4] 

DC spark CH4 23.5-47 [5] 

rotating electrode CH4 8.73 [6] 

inductive discharge CH4 8.8 present 
work 
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I.  INTRODUCTION 
 

Microdroplets have attracted wide attention. They 

have the potential for cleaning, sterilization, cooling, 

power generation, and energy harvesting. One of the 

interesting features of microdroplets is their charging 

phenomenon, which has been observed and reported for 

many years.  

In nature, ball lightning is reported due to the contact 

of condensed water and evaporated vapor. The significant 

thermal status transfer causes unstable energy to generate 

charges.[1] Lenard observed that the separation of the 

drops falling will charge the water drop positively and the 

ambient air negatively from the waterfall.[2] Nolan 

reported that electrification happens on the water 

splashing and spraying.[3] Recently, the electric polarity 

in the bulk microdroplet flow was found to be not unipolar 

but bipolar. The net charge can be changed due to the 

water source.[4] Triboelectric nanogenerator technology 

is well-known and developed; some researchers have tried 

to harvest the energy from droplet collision, transforming 

the mechanical energy into electrical energy.[5] 

Our laboratory developed a nanodroplet generator, 

which reduces water use, unwet after treatment, and 

enhances functions. The charging phenomenon can even 

be found after spraying nanodroplets on the aluminum 

plate.[6] This study aims to observe the charging effect of 

nanodroplet spraying on the copper plate. 

 

II. METHODOLOGY 

 

1) High-speed nanodroplet generation: Fig. 1 shows 

the high-speed nanodroplet generator and nanodroplet 

generation. The device consists of a stainless-steel vessel 

with an inside water heater (SAKAGUCHI ELECTRIC 

HEATERS CO., 21B058), a pressurized gas inlet, and a 

nozzle (Spraying Systems Co., HB-1/8-VV-SS-15-01) as 

a flow outlet. The distilled water used in each operation is 

300 mL for water evaporation to form nanodroplets. A 

pressure gauge is set upstream at the inlet to control the air 

pressure from the gas cylinder. The water is evaporated 

while the air-vapor mixture is compressed. Two thermal 

meters (AS ONE Corporation, KTO-16150C) are in the 

system; one monitors the water temperature, and the other 

monitors the nozzle temperature. Another wire heater 

covers the pipe to the nozzle, preventing the vapor from 

condensing prematurely at the nozzle upstream. Water 

vapor inside the mixture flow condenses into nanodroplets 

when the mixture flows out of the nozzle. The nanodroplet 

generation condition is under 280 W of the water heater 

power (WH), 170℃ of the nozzle temperature (TN), and 5 

atm of the absolute pressure (P) from the gas cylinder. 

 

2) Electric potential measurement: One vibration-

type surface potential probe (KASUGA DENKI, INC., 

KSD-3000) measured the surface potential of the copper 
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Fig. 1 Schematic of the nanodroplet generator  
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plate’s backside. The copper plate is 50 mm × 45 mm × 3 

mm. The probe-to-plate distance is fixed at 10 mm below 

the copper plate. By changing the distance, D, between the 

copper plate and the nozzle, the electric potential of 

nanodroplet flow impinging on the copper plate at each 

position within the distance can be measured.  

 

3) Electric current measurement: A cable connects the 

same copper plate used for the electric potential 

measurement to one electrometer (ADC CORPORATION, 

5350). One hundred data points are directly recorded in a 

computer with a sampling rate of 33 Hz. By varying the 

plate-to-nozzle distance, D, the electric current behavior 

of the entire flow can be investigated.  

 

III. RESULTS 
 

In Fig. 2, the electric potential was extraordinarily 

high and negative while the copper plate was close to the 

nozzle. It was -2250 V at 1 mm and maintained around -

3250 V at around 5 mm. The magnitude sharply decreased 

to 500 V at 20 mm and gradually decayed to 0 V at 100 

mm. There was one peak that happened at a distance of 

around 5 mm. 

Fig. 3 shows the electric current. The current, as was 

the electric potential result, was negative when the plate 

was close to the nozzle. It was -32 nA, rapidly decreasing 

to zero at 20 mm, and remaining until 100 mm. 

 

IV. DISCUSSION 
 

Figs. 2 and 3 show similar trends beyond 10 mm. They 

both demonstrate that the negative charge induced on the 

copper plate is significant when positioned close to the 

nozzle. The magnitude of potential and current sharply 

declined is related to the velocity gradient. The exit shows 

a supersonic flow, but the velocity of the flow downstream 

decays to 50 ~ 60 m/s.[6] Since the distance between the 

copper plate and the nozzle was short, the collision of 

nanodroplets was significant, resulting in high electric 

potential and current values. 

Nanodroplets condensed immediately when the mixture 

flow was emitted and impinged on the copper plate. At a 

closer distance of 10 mm, nanodroplets could not remain 

on the copper plate due to the high-speed flow. With 

increased distance, the droplets enlarged through 

aggregation and condensation, accumulating on the 

copper plate as the flow no longer displaced them.  

Besides, the potential measurement was applied using a 

non-contact probe; the accumulated water could contain 

the charges and affect the potential on the copper plate. On 

the contrary, the current measurement directly collected 

the charge through a cable and sent it to an electrometer. 

The charge went to the electrometer instead of being 

accumulated on the copper plate and displaced by the 

high-speed flow. These indicate that the potential has a 

slight drop near the nozzle. 

As the distance increases beyond 20 mm, both potential 

and current decay to zero and remain. The flow speed is 

slow for exceeding 20 mm distance, and the impact is no 

longer strong enough to induce potential and current. 

These results explain that the charged phenomenon is 

related to the high-speed flow. 

 

V. CONCLUSION 
 

The results of the electric potential and current present 

similar trends and the same electric polarity. At 1 mm, 

both electric potential and current are negative, -2250 V 

and -32 nA. Then, the trend indicates a drastic change in 

potential and current to zero in the 20 mm range distances 

near the nozzle, the section with the highest velocity 

gradient. The results illustrate that high speed and 

impingement are related to charge generation.  
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Fig. 3 The electric current of spraying nanodroplets on a copper 

plate at different plate-to-nozzle distances under WH = 280 W, TN 

= 170℃, and P = 5 atm. 
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Fig. 2 The electric potential of spraying nanodroplets on a copper 

plate at different plate-to-nozzle distances under WH = 280 W, TN 

= 170℃, and P = 5 atm. 
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Abstract- Patches of catalyst imprinted on supporting walls induce motion of the fluid around them once they are supplied
with the chemical species (“fuel”) that are converted by the catalytic chemical reaction. In many cases (e.g., enzymes catalyzing
the breakup of molecular substrates), pairs of (oppositely charged) ionic species are released in the surrounding solution as a
result of the reaction at the patch. By using a simple model for an ion-pairs releasing activity of a patch imprinted on a planar
wall, we determine analytically the auto-induced chemical composition inhomogeneities and electric field in the solution, as
well as the resulting Stokes flow of the Newtonian solution that occupies the half space above the wall. Their dependencies on
the patterns of activity and electric charge distributions at the patch and wall permit interpretation of the motion of point-like
tracers particles – typically studied in experimental investigations — which are drifted by the ambient flow and electric field.

Keywords- chemical activity, diffusiophoresis, Stokes flow.

I. INTRODUCTION

The first realizations of chemically active patches made
of catalysts imprinted on planar walls, which induce motion
of the fluid solution around them by developing inhomo-
geneities in its chemical composition, have been published
two decades ago [1]. A variety of such systems (Pt patches
on Au walls, Ag on glass, or various types of enzymes on
glass [2, 3]) have been reported since then. Their func-
tioning, in particular the auto-induced hydrodynamic flow,
has been studied for simple models of activity: numerically
in closed-cell geometries [4] and, recently, analytically for
half-space geometry [5]. In many experimental realizations,
the catalytic reaction involves the break-up of a molecular
“fuel” into pairs of oppositely-charged ionic species. Here,
we employ the methods in Ref. [6] to extend the analysis
by Ref. [5] to the case of a model chemically active patch
releasing pairs of oppositely charged ions in the ambient
electrolyte solution above the wall with the patch.

II. MODEL SYSTEM

The model system we consider is shown schematically
in Fig. 1. A dilute liquid electrolyte solution occupies the
half space z > 0 above a planar wall located at z = 0. The
whole system is kept at a constant temperature T and is in
contact with distant reservoirs of solvent and ionic species
(thus their bulk chemical potentials are fixed). The elec-
trolyte contains two (point-like) ionic species of charges
q± = ±q, with q > 0, and bulk (far from the wall) av-
erage densities c(∞)

± > 0 (fixed by the reservoirs). The dif-
fusion constants of the ± ions are denoted by D±; the asso-
ciated mobilities are given by the Stokes-Einstein relation
as Γ± = βD±, where β = 1/(kBT ) and kB denotes the
Boltzmann constant. Electrical neutrality of the bulk elec-
trolyte is assumed, thus c(∞)

+ = c
(∞)
− =: c∞. On the wall

there is a region which is chemically active (the “patch”):

Figure 1: Schematic depiction of the model system. A planar
wall (at z = 0; n ≡ ez is the inner, into the fluid, normal unit vec-
tor) contains a chemically active patch region (the orange disk) of
characteristic size R; the wall also carries a (fixed) surface charge
distribution. An electrolyte solution (solvent, reactants, and ionic
product species) occupies the half-space z > 0. The chemical
activity of the patch-region consists of releasing pairs of ions (a
positive and a negative one) into the electrolyte solution (the red
and green arrows), which drives the system out of thermodynamic
equilibrium. The color gradient indicates that both the chemical
activity A(r) and the surface charge density σ(r) can vary over
the patch. The non-equilibrium inhomogeneities within the solu-
tion induce the body-force density field f(s) (blue arrow).

pairs (negative and positive) of ions are released there into
the surrounding electrolyte (see Fig. 1), with a certain time-
independent rate AA(r) per unit area1. The dimensional
A > 0 denotes a characteristic value, while the “activity
pattern distribution” A(r) ≥ 0 is dimensionless. For sim-
plicity, here we consider the case that the ionic species re-
leased are the same as those in the bulk electrolyte. The wall
carries a (fixed) surface-charge, which can vary along the
wall (e.g., due to the presence of the patch): σ(r) = ςS(r),
with ς > 0 (dimensional) denoting a characteristic value of
the surface-charge and S(r) (dimensionless) describing the

1The case in which pairs of ions are removed from the solution can be
straightforwardly accommodated by taking A(r) < 0 at such points.
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spatial pattern of the surface-charge distribution. Finally,
we assume the wall dielectric constant to be much smaller
than the one, ϵ, of the electrolyte, such that electric fields
are confined to the electrolyte domain.

When the patch is inactive, the system is in an equi-
librium state (fixed by the distant heat bath and reservoirs
of ions and solvent), in which the classic equilibrium elec-
trostatic double layer forms at the wall, the corresponding
electrostatic potential is established within the electrolyte,
and the fluid is motionless. Upon turning on the activity,
a non-equilibrium steady state emerges, in which the dis-
tributions of the densities of ions and the electrostatic field
differ from the equilibrium ones and a hydrodynamic flow
is induced in the electrolyte. Motivated by the typical ob-
servations in experimental realizations, one can safely as-
sume that the fluid flow occurs at small Reynolds number
(“creeping flow”) and that the diffusion of the ionic species
dominates their transport. Accordingly, the state of the so-
lution is characterized by the instantaneous incompressible
flow u(s) of the solution and the stationary concentrations
c±(s) of each ionic species at small Péclet number (i.e.,
convection is neglected); an electric field, characterized by
the electric potential ψ(s), is also induced.

III. MATHEMATICAL FORMULATION

The chemical potentials µ±(s) of the ionic species are

µ±(s) = µid(c±(s))± qψ(s) , (1)

where µid denotes the ideal gas chemical potential. At
steady state, the ionic currents (in the classic Nernst-Planck
form) obey the conservation of mass

∇ · j±(s) = 0 , j±(s) = βD±c±(s)∇µ±(s) , (2)

(Owing to the condition of small Péclet number, the “chem-
ical composition” problem above decouples from the hy-
drodynamic one.) The current is subject to boundary con-
ditions (BC) at the wall and at infinity

(n · j±)(r) = AA(r) , j±(|s| → ∞) → 0 , (3)

the former modeling the source of ions at the wall (i.e., the
activity at the patch) as a current into the solution.

The electric potential is obtained, at the mean field level,
as the solution of the Poisson-Boltzmann equation

∇2ψ(s) = −(q/ϵ) [c+(s)− c−(s)] (4)

that obeys the BCs at the wall and at infinity2

(n · ∇ψ)(r) = −(ς/ϵ)S(r) , ψ(z → ∞) → 0 . (5)

Under the assumption of local equilibrium, the thermo-
dynamic forces (gradients in chemical potential) translate
into a body-force density, acting on the solution,

f(s) = −[c+(s)∇µ+(s) + c−(s)∇µ−(s)] . (6)
2Note that here we allow for a charged wall, thus there could be sources

of field also at |r| → ∞; accordingly, the vanishing of the potential is
required only far from the wall.

Assuming a Newtonian-fluid behavior for the electrolyte,
the flow obeys the incompressible Stokes equation

η∇2u(s)−∇p(s) = f(s), ∇ · u = 0 , (7)

where p(s) denotes the hydrodynamic pressure (which en-
forces incompressibility) and η the dynamic viscosity, re-
spectively. This is subject to BCs at infinity (quiescent
fluid) and at the wall (no slip)

u(|s| → ∞) → 0 , u(r) = 0 . (8)

The solution is straightforwardly written in terms of the
Green function (actually a tensor) of the system as

u(s) =

∫

fluid

d3s0G(s− s0) · f(s0) . (9)

For our system, the Green function, which is that for a
Stokeslet in a fluid bounded by a no-slip planar wall, is
known analytically [7–9];3 therefore, the flow is known
once the body force distribution f is provided.

These boundary value problems (bvps) provide the
complete description of the problem: the bvps (2) - (5) are
solved first, after which the body force density f , (6), can
be computed, and (9) provides u. But, typically, the nonlin-
ear coupling in (2) prevents analytical tractability and only
numerical solutions are feasible, unless additional approxi-
mations are possible. One such case is when the departures
from equilibrium are small, case that we discuss below.

IV. THE QUASI-HOMOGENEOUS APPROXIMATION

Following the approach in Ref. [6], we note that when
the system is inactive and the wall uncharged (i.e., A = 0
and ς = 0), the spatially homogeneous state c+(s) ≡ c∞,
c−(s) ≡ c∞ (which ensures electric neutrality of the elec-
trolyte and no flow) is the equilibrium state. We consider
and analyze the case in which the activity at the patch and
the surface charge are both sufficiently small so that the sys-
tem is only weakly out of this homogeneous equilibrium
state. Thus, the equations governing the ionic distribution
and the electric potential are solved perturbatively to lead-
ing order in the deviations δc±(s) := c±(s)−c∞ and ψ (the
equilibrium state being one of zero potential). From (1), it
follows that δµ± = δµid(c±)± qψ; thus, the expansions of
the Nernst-Planck equation and of the conservation laws to
first order in deviations render

δµ±(s) =
AR

βc∞D±
δµ(s) , (10)

where the dimensionless δµ(s) is the solution of the
Laplace bvp

∇2δµ(s) = 0, (11)
R(n · ∇δµ)(r) = −A(r), δµ(|s| → ∞) → 0 .

3Being a somewhat cumbersome expression, we do not list it here.
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By using the linear relation between δµ± and δc± (see the
lines above (10)), and recalling that δµ± are harmonic func-
tions, the electric potential ψ is obtained as

ψ(s) =
1

2q
(δµ+ − δµ−) + Ψ(s) , (12)

where the auxiliary electric potential Ψ(s) is the solution of
the bvp (see also the bvps obeyed by ψ and δµ±)

∇2Ψ(s)− λ−2
D Ψ(s) = 0 , (13)

(n · ∇Ψ)(r) = − ς
ϵ
S(r) +

A
2βc∞q∆

A(r) ,

Ψ(z → ∞) → 0 ,

with the Debye length and the inverse diffusivity contrast

λD :=

√
ϵ

2βc∞q2
,

1

∆
:=

(
1

D+
− 1

D−

)
. (14)

Finally, after performing some simple algebraic manipula-
tions and dropping from the definition of the body force
density f any term that is an exact gradient (such terms are
absorbed in the definition of the dynamic pressure p(s)), (6)
renders in the quasi-homogeneous approximation

f(s) 7→ f(s) = −q (δc+(s)− δc−(s))∇ψ(s)
7→ f(s) = +(ARq/∆) Ψ(s)∇δµ(s) , (15)

This concludes the explicit calculation of the activity in-
duced distribution of ions, electric field, body force density
and, by (9), hydrodynamic flow.

Before proceeding with a particular configuration as an
example calculation, we emphasize a few insightful fea-
tures of the result (15), in that (similarly to the case of self-
(ionic)diffusiophoretic particles, see Ref. [6]) an induced
hydrodynamic flow is possible:
i) only because of non-local effects, as encoded by the elec-
tric potential ψ(s), see the first line in (13);
ii) only if an out of equilibrium state exists (A ≠ 0) and the
two ions have different diffusion constants (∆−1 ̸= 0), see
the second relation in (13);
iii) even if the wall is uncharged (ς = 0), because Ψ is in-
dependently sourced by the surface charge at the wall and
by the chemical activity, see the second relation in (13).

V. ILLUSTRATIVE EXAMPLE: AXI-SYMMETRIC PATCH

For the half-space geometry discussed here, the bvps
(11) and (13) are most conveniently solved in cylindrical
coordinates. Furthermore, we will focus on the case (typ-
ical for experiments) of a radially-symmetric shape of the
patch (e.g., as shown in Fig. 1), case in which the system
possesses axial-symmetry (via a suitable choice of the ori-
gin of the system of coordinates). Finally, for technical sim-
plicity (and due to space constraints) we consider here only
the case in which far from the patch the wall is uncharged:
S(|r| → ∞) → 0 sufficiently fast.

By using the standard separation of variables, one im-
mediately obtains the integral representations of δµ and Ψ

δµ(r′, z′) =

∞∫

0

dξ a(ξ) J0(ξr
′) e−ξz′

, (16)

Ψ(r′, z′) =

∞∫

0

dξ b(ξ) J0(ξr
′) e−

√
ξ2+ξ20z

′
, (17)

with J0 the Bessel function of first kind of order 0 [10],
dimensionless coordinates r′ = r/R, z′ = z/R, and pa-
rameter ξ0 := R/λD. The functional coefficients a(ξ) and
b(ξ) are determined from (11) and (13) by the patterns of
activity A(r) and “effective surface charge”

Q(r) = ςS(r)− Aϵ
2βc∞q∆

A(r) (18)

as

a(ξ) =

∞∫

0

dr′r′A(r′) J0(ξr′) , (19)

and

b(ξ) =
R

ϵ
√
ξ2 + ξ20

∞∫

0

dr′r′Q(r′) J0(ξr
′) . (20)

In typical experiments, the active patches have radii in
the order of tens of micrometers while for the aqueous elec-
trolytes solutions the Debye length λD ≲ 100 nm; thus,
the parameter ξ0 ≳ 103. By (17) one infers that the aux-
iliary electric potential Ψ vanishes exponentially with the
distance from the wall; therefore, Ψ, as well as — by (15)
— the force density f , is effectively confined within a layer
of thickness z′ ∼ ξ−1

0 ≃ 10−3 above the wall. On the other
hand, by (11) δµ varies solely over length scales of order R
(as reflected also in the integral representation (16)). This
means that, for the purpose of calculating the body force f ,
(15) for the integrand in (9), the gradient of the chemical
potential can be approximated as

∇δµ(s) ≈ er

(
∂δµ

∂r

)

z=0

=: ∇∥δµ(r) ; (21)

Therefore, the hydrodynamic flow given by (9) (which, by
continuity, extends over length-scales of the order R) is the
result of a “surface actuation” (the body-force distribution
is confined within a layer seen as of microscopic thickness
λD ≪ R and the force-field is parallel to the wall), which
is proportional to the relevant thermodynamic force ∇δµ.

Finally, one notes that while Ψ is confined within the
thin layer near the wall, the electric potential ψ, which is
what would be felt by a tracer particle, extends into the so-
lution over length-scales ∼ R ≫ λD owing to the activity-
induced term ∼ δµ (see (12)).

These results are illustrated in Fig. 2 for the simple
choice of the patch activity and surface charge patterns

A(r) = e−(r/R)2 , S(r) = A(r) , (22)
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which allows closed-form expressions for the coefficients
a(ξ) and b(ξ) and a smaller number of system parameters.
(The case S(r) ̸≡ A(r) will be discussed elsewhere.)

VI. CONCLUSIONS

In the limit of small deviations from the homogeneous
equilibrium state, we have derived analytically the steady-
state (distribution of ionic species, electric field, and hy-
drodynamic flow) for a weak electrolyte in contact with a
wall possessing a chemically-active, ion-pairs releasing re-
gion (patch). This allows interpretation of experimental ob-
servations of the motion of charged tracer particles within
such solution, which are drifted by the electric field −∇ψ
and the ambient flow. Our results spell out that the first
component is basically the phoretic response to the thermo-
dynamic force ∇δµ, while the flow is sourced by a “surface
actuation” field ∝ ∇∥δµ. In this sense, these drifts are ag-
nostic to what the source of the thermodynamic force is, all
the specific details being hidden in the “response-like” pref-
actors; all that matters is the chemical activity. This may be
the reason why heuristic application of models that account
for activity, but with uncharged species, could so far be used
with reasonable success for interpreting the tracer motion
as a “simpler” chemo-phoretic response plus a drift by a

Figure 2: (Top) The force field f/F0 (arrows) and its mag-
nitude (color coded); and (Bottom) the electric potential ψ/ψ0

(color coded) and the flow field u (streamlines) for the patch
pattern in (22), for which the dimensional factors are: F0 :=
qA
∆

(
Rς
ϵ

− AR
2βc∞q∆

)
and Ψ0 := AR

2βc∞q∆
. Note the different

scales of the z (vertical) axes.

chemo-osmotic induced ambient flow, see, e.g., Ref. [11].
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Abstract- We describe experimental characterization and theoretical modeling of a new AC electrokinetic effect termed
Concentration-Polarization Electroosmosis, or CPEO. The phenomenon refers to steady-state electroosmotic flows around
charged insulating micro-structures subjected to low-frequency AC electric fields. CPEO arises from concentration polarization
(CP) due to surface conductance. The phenomenon is studied around (i) features fabricated within microfluidic channels, such
as pillars and constrictions and (ii) charged microparticles. A theoretical framework is presented based on recent analytical
approaches in the limits of weak electric fields or small surface conductance. The new description gives explanation to different
phenomena observed in electrokinetics, such as wall-particle repulsion of particles undergoing electrophoresis in microfluidic
channels or trapping in microfluidic constrictions. Applications of CPEO have been proposed for particle fractionation based
on size or surface charge.

Keywords- Electrokinetics, Microfluidics, Concentration Polarization.

I. INTRODUCTION

In the context of microfluidics for continuous flow par-
ticle isolation and characterisation, fluid flow control at mi-
crometric scales is key for an efficient manipulation. Elec-
tric fields are successfully used to this end by exploiting the
net surface charge that builds on solid surfaces in contact
with aqueous electrolytes. The surface charge is screened
by an ionic layer which is known as Electric Double layer
or EDL [1]. Fluid motion is achieved when an external
field acts on the charges of the interface causing, for exam-
ple, Electroosmosis (EO), AC electroosmosis (ACEO) [2]
or induced-charge electroosmosis (ICEO) [3].

Concentration-Polarization Electroosmosis (CPEO)
was first observed around charged dielectric pillars made of
polydimethyl siloxane (PDMS), a common material used
in the fabrication of microfluidic devices. CPEO consisted
in quadrupolar fluid flow patterns around the posts arising
when applying a low-frequency AC electric field. An
example of CPEO flows is shown in Figure 1 through
fluorescent tracers which reveal the patterns when several
video frames are stacked. These flows resembled ICEO
ones, and observations of similar flows around dielectrics
were previously reported and attributed to ICEO. However,
as detailed in next section, CPEO and ICEO have a distinct
origin.

In our work, we describe the key theoretical aspects of
CPEO and show experimental verification of flows around
different dielectric objects in microfluidics such as pillars,
constrictions and micro-spheres. We also exploit the latter
to show applications of the hydrodynamic flows to particle
manipulation leading to fractionation of populations based
on their size and/or surface charge. This is of particular
interest for future biomedical applications.

10 mμ

Figure 1: Image stack showing fluid tracers describing
CPEO flows around a PDMS pillar. Tracers are 500 nm
fluorescent beads, and pillar has a diameter of 20 µm. Fluid
is an aqueous solution of KCl of 1.5 mS/m conductivity.
Applied electric field has an amplitude of 80 kV/m and an
AC frequency of 100 Hz.
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II. THEORY

The thickness of the EDL is given by the Debye length
and is typically around tens of nanometers or smaller [1].
This allows modeling the physics as two separate regions–
the fluid bulk domain and the EDL. In this picture, when
an electric field is applied causes a fluid motion within the
EDL by acting on its charge imbalance. This is modeled via
an effective slip velocity tangential to the solid wall, uslip.
The Helmholtz-Smoluchowski formula relates the slip ve-
locity with the applied electric field E and the zeta potential
ζ (typically defined as the electric potential at the slip plane
with the bulk solution [4]) of the interface [1]:

uslip = −εζ
η
E, (1)

where ε and η are, respectively, the electrolyte permittivity
and its viscosity.

CPEO theory builds on the concept of surface conduc-
tance [4]. Moderately charged surfaces induce an excess
ionic concentration within the EDL which gives rise to
an excess surface current with respect to the fluid bulk.
The non-dimensional number that characterizes the ratio
of surface to bulk conductance is the Dukhin number Du
= Ks/σa, where Ks is the surface conductance (typically
of the order of 1 nS), σ the bulk conductivity and a a typical
length scale. Within the thin EDL, conservation of current
is expressed as the balance between surface currents and a
normal flux of ions, which alters the electrolyte concentra-
tion c beyond the double layer. This induces a perturbation
on the concentration δc, leading to concentration polariza-
tion (CP). Mathematically, in the limit of weak surface con-
ductance this is expressed as a boundary condition to the
concentration of the electrolyte c in the fluid bulk which
can be written as:

∂δc

∂n
= −Du∇2

sϕ (2)

In this equation, n is the unit vector normal to the surface,
ϕ is the electric field potential and ∇2

s stands for the surface
Laplacian. Figure 2 gives a physical interpretation of the
equation and the resulting CP that arises around a charged
sphere.

CP drives two different phenomena which give rise to
the observed time averaged (stationary) fluid flows in an AC
electric field. First, Gouy-Chapmann equation [1] implies a
change in the zeta potential δζ because of the fixed charge
of the dielectric surface,

δζ = −ϕther
δc

c
tanh

ζ

2ϕther
, (3)

where ϕther is the scale for the electric potential, known as
the thermal voltage. The action of the electric field on the
perturbed zeta potential produces an electroosmotic contri-
bution as in eq. (1). Following the CP pictured in Fig.
2(b), we will then have a positive δζ under the dielectric
and a positive perturbation above the dielectric, with con-
tributions to the slip fluid velocity as marked by the black
arrows in Fig. 3(a).

̂n
+

+
+
+
+
+

+
+

++

+

+
+

+++++
+ +

+
+

+

+

+

+ ++
+

E0

δc > 0

δc < 0
(a) (b)

Figure 2: Figures illustrating the concept of concentration
polarization (CP). (a) The surface current within the EDL
is balanced by an ion concentration exchange between the
EDL and the bulk [see eq. (2)]. (b) Blue colour map show-
ing the ion concentration polarization around a charge di-
electric sphere.

(a) (b)

Figure 3: Arrows showing direction of time-averaged elec-
troosmotic slip driven by concentration polarization (CP)
around a sphere. (a) Perturbation of Debye length modify-
ing zeta potential [see eq. (3)]. (b) Induced charge in the
fluid bulk [see eq. (4)].

Secondly, CP creates a bulk concentration gradient
around the dielectric which induce a bulk charge. This in-
duces a perturbed electric potential δϕ which is described
as:

∇2δϕ = −1

c
∇δc · ∇ϕ. (4)

Figure 3(b) shows a picture of the induced charges in the
volume surrounding the dielectric. The electroosmotic slip
of the perturbed electric field together with the unperturbed
zeta potential create an electroosmotic slip as shown by
the black arrows, contributing in the same direction as the
perturbed zeta potential. Mathematically, the slip veloc-
ity due to perturbed zeta potential described as a maxi-
mum value U scaling with εϕ2ther/aη, and an angular de-
pendency: uslip = U sin 2θ θ̂. Here, θ is the angle with
respect to the applied electric field.

A detailed mathematical description of the CPEO phe-
nomenon can be found in previous publications [5, 6]. A
key result that can be extracted from the theory is that as
CP drives the phenomenon, typical time is the diffusion
time t ∼ a2/D of the electrolyte (D diffusion constant
of the electrolyte ions), i.e. the time the CP takes to build
around the dielectric. This limits the frequency of the AC
field above which CPEO vanishes. This fact is used to un-
ambiguously differentiate CPEO from ICEO flows, as the
diffusion equation further predicts a decay in the velocity
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magnitude with
√
f above the frequency cut [5].

III. EXPERIMENTAL METHODS

We used PDMS microfluidic channels to observe the
fluid flow patterns. The fabrication was achieved using
common soft-lithography techniques that are reported else-
where [5, 10]. PDMS pillars and constrictions are embed-
ded in 50 µm tall, 200 µm wide, 1 cm long channels. In
the case of CPEO characterization around micro-spheres,
channels are square 50 µm cross-section, and spheres are
3 micron in diameter (polystyrene with Carboxylate func-
tionalization, ζ ≈ −75 mV). Flow is traced using 500 nm
fluorescent microbeads seeded in the electrolyte. The fluid
was a KCl solution diluted to conductivities ranging from
1.5 to 15 mS/m. To avoid particle adhesion to channel
walls, channels were treated for 30 minutes prior to experi-
ments using Pluronic F-127, a non-ionic surfactant. Electric
field was imposed through metallic needles at channel ends,
which served both as fluidic inlets and electric field input.
The signal applied had amplitudes up to 1600 Vpp and fre-
quencies from 50 Hz to 100 kHz. Finally, fluid flow field
was extracted from particle positioning using PIV [7].

IV. RESULTS

A. Microfluidic channel features

CPEO flows are first studied around 20 µm-diameter
pillars in microfluidic channels. Figure 4(a) shows a detail
of the array of pillars used for the study. Typical frequencies
are f ∼ 3 Hz so that a decay with frequency was expected
to be observed in the studied frequency regime (50 Hz to 1
kHz). Also, since a = 10 µm, Du ≈ 0.06 for a KCl con-
ductivity of 1.5 mS/m. A small-Dukhin-number analysis of
the electrokinetic equations allowed to obtain analytical ex-
pressions for the fluid velocity field which were then com-
pared against experiments. Diffusion equation prediction
of

√
f velocity decay was verified by experimental obser-

vations as shown in Figure 4(b). Same methodology was
applied to study the flows around 20 µm gap microfluidic
constrictions, presented in Figure 4(c).

B. Dielectric Micro-spheres

Single 500 nm tracers were tracked around 3 µm car-
boxylate microspheres to infer the CPEO velocity field.
Given the change in typical length scales, Dukhin number
is significantly higher (Du ≈ 0.5) and previous analytical
studies based on small Dukhin numbers break down. We
delivered a weak electric field theoretical analysis for arbi-
trary Du to account for CPEO flows at smaller scales for
comparison with observations around particles. Also, typi-
cal frequencies increase to f ≈ 150 Hz which allowed ob-
serving a velocity plateau experimentally [6]. Figure 4(d)
shows an image stack of the tracers describing the CPEO
flows around the target particle.

10 mμ

(a) (b)

(c)

10 mμ 3 mμ

(d)

Figure 4: Experimental observations of CPEO flows around
various dielectrics. (a) Array of 20 micron pillars in 1.7
mS/m KCl subjected to an AC field of 80 kV/m and 190
Hz. (b) ) Mean CPEO fluid flow velocity around pillars as
a function of the AC frequency for three different conduc-
tivities. (c) Microfluidic constriction with 20 micron gap in
1.7 mS/m KCl subjected to an AC field of 20 kV/m and 50
Hz. (d) 3 µm polystyrene particle in 1.5 mS/m KCl and AC
electric field of 80 kV/m amplitude and 290 Hz frequency.

V. APPLICATIONS

CPEO around freely moving particles are proved to
cause hydrodynamic particle-wall interactions [8, 9]. This
is due to the distortion of the velocity field around the par-
ticle when in the vicinity of a bounded domain, as repre-
sented in Figure 5(a). If the electric field is parallel to the
wall, the hydrodynamic force that arises is repulsive which
translates into a velocity away from the wall urep with a
magnitude [8]

urep = U 3a2

8h2
, (5)

where h is the separation from the centre of the particle
to the wall. The maximum slip velocity U depends on
particle size and surface charge, allowing different repul-
sive velocities and thus particle fractionation. This was ex-
ploited for separating spherical bacteria (S. Aureus 9144)
and polystyrene particles (see Figure 5(b)).

The combination of CPEO flows around constrictions
together with particle wall repulsion also allows to explain
observed particle trapping in microfluidic constrictions (see
Figure 5(c)) [10, 11]. This trapping qualitatively differs
from commonly described trapping attributed to electric
forces on the particle (dielectrophoresis or DEP), which
predicts particle accumulation on or away from the constric-
tion tips.

Recent findings show that CPEO can induce net
phoretic motion of dimers composed of particles with dif-
ferent sizes. This motion results from the asymmetry in the
CPEO flow intensity generated on each particle. This was
termed Concentration Polarization Electrophoresis (CPEP)
[13]. The phenomenon was used to capture and carry
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Wall

Repulsion

Velocity

E

Channel Width is 50 μm

Bacteria 3 μm beads1 um beads 3 μm beads

Bacteriaurep(a) (b)
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10 mμ

Figure 5: Applications of CPEO hydrodynamic flows. (a)
Induced wall-particle repulsion when electric field is ap-
plied paralel to wall. (b) fractionation achieved between
polystyrene particles and bacteria [12]. (c) Trapping of 500
nm particles in microfluidic constrictions (1.7 mS/m KCl,
50 kV/m, 1kHz).

load across micro-scale systems, and dimmers were con-
sequently called microrobots.

VI. CONCLUSIONS

We summarise a newly-described phenomenon which
we called Concentration-Polarization Electroosmosis or
CPEO: Hydrodynamic flows arising around charged dielec-
tric objects when subjected to low frequency AC electric
fields. We show a mathematical description and experimen-
tal observations of such flows around various microscopic
elements, e.g. microfluidic channel dielectric features and
polystyrene micro-spheres. We use numerical modeling for
comparing theory and experiments, and find good experi-
mental agreement.

Scaling laws were deducted from theory, which predicts
a scale for velocities with εϕ2ther/aη, and typical frequen-
cies governed by diffusion equation f ∼ D/2πa2, above
which flows decay with increasing frequencies following√
f .

Applications are proposed for CPEO particle fractiona-
tion and separation in the context of continuous flow mi-
crofluidics, where the technique is potentially able to be
coupled with existing methods to enhance separation effi-
ciency with no major fabrication complexity added.
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I.  INTRODUCTION 
 

Atmospheric pressure plasma jet (APPJ) is utilized in 

various fields such as industrial process, medicine, and 

agriculture. This plasma technology delivers highly 

reactive oxygen and nitrogen species (ROS and RNS) to 

the target in an external atmosphere. Among them, OH 

radicals have a higher oxidation potential and have been 

the subject of much research [1, 2]. While, singlet delta 

oxygen (SDO, O2(a1Δg)) is known for having low 

oxidation power but a long lifetime (75 min.) [3]. SDO is 

being researched as a reactive species with potential 

applications in cancer treatment [4] and enhancing 

combustion efficiency [5]. Electron spin resonance (ESR) 

spectroscopy was performed to measure SDOs in aqueous 

solution using the spin-trapping agents as an indirect 

method [6, 7]. SDO measurement has been made by 

vacuum ultraviolet absorption spectroscopy [8]. 

Molecular beam mass spectrometry has also been applied 

to detect SDO [9]. In the optical emission spectroscopy, 

SDOs may be observed directly because SDOs have an 

emission spectral peak at about 1270 nm [10, 11]. 

However, SDO have not been studied much in the field of 

plasma science due to the detection difficulty. Recently, 

we succeeded in the visualization of SDO for the first time 

by short wave infrared (SWIR) imaging using the InGaAs 

sensor. Here, we present images of the SDO and discuss 

the dynamics of SDOs generated by the APPJ. 

 

II. EXPERIMENTAL SETUP AND PROCEDURES 

 

Fig.1 shows a schematic diagram of the experimental 

setup. A tapered glass tube with a 1 mm inner diameter at 

the end was used. Two ring electrodes were wound around 

the tube. The working gas, either He of He/O2, is prepared 

in a gas mixing tube connected to the mass flow controller. 

Oxygen concentration was monitored using an oxygen 

monitor (Daiichi Nekken, ECOAZ) at the point before 

entering the glass tube. The low frequency high voltage 

(output from an inverter type Neon transformer, 20 kHz) 

was applied to the two ring electrodes, APPJ was 

generated and a plume was ejected into surrounding air. 

Various irradiation targets were placed downstream of the 

plasma jet.  

Fig.2 shows the potential-energy curve of O2 [12]. The 

SDO is the first excited state of the oxygen molecule with 

the energy of 0.98 eV. The emission of SDO via the 

transition O2(X3−g)←O2(a1Δg) at 1270 nm was recorded 

using an SWIR camera (Raptor photonics, Ninox 640 SU, 

sensor: InGaAs with 80% quantum efficiency) equipped 
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Fig. 1.  Schematic diagram of experimental setup.  
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with an optical bandpass filter (1270 ± 10 nm). The 

InGaAs sensor was cooled at – 80oC. The experiment was 

carried out at room temperature and under atmospheric 

pressure. 

 

III. RESULTS AND DISCUSSION 

 

A.  Discharge characteristics 
 

The output of the inverter neon transformer is a 

sinusoidal high voltage with a frequency of 20 kHz 

modulated at 60 Hz. Fig.3 shows the voltage-current 

waveforms at peak output voltage. The discharge current 

includes a fast component (current pulsed for the 

generation of plasma jet) and a slow component 

(displacement current). In this case, helium plasma jet was 

generated via a dielectric barrier discharge mode between 

the two ring electrodes. 

 

B.  Plasma jet irradiation in free space  

 

Fig.4 (a) shows the typical image of helium plasma jet 

captured by the digital camera with exposure time of 1 s. 

Corresponding image from the emission of 1270 nm under 

room light captured by the SWIR camera with exposure 

time of 400 ms is shown in Fig.4 (b). In Fig.4 (b), the 

emission in the plasma area is mainly the 1270 nm 

component due to the heat of the plasma, and the clear 

image of the high-voltage cable area is due to the near-

infrared radiation contained in the room lighting. Hence, 

no singlet delta oxygen, SDOs, production was observed 

in the helium plasma jet.  

Next, when a small amount of oxygen (~2%) was 

introduced into the helium plasma jet, the plasma plume 

emitted from the glass tube nozzle observed in Fig.4 (a) 

was no longer observed, and the emission was mainly 

limited to between the two ring electrodes. Astonishingly, 

however, when helium was mixed with oxygen, the SWIR 

image changed dramatically due to the formation of 

singlet delta oxygen, as shown in Fig.5 (a). The imaging 

was carried out in a dark room, and the exposure time of 

the SWIR camera is 400 ms, which corresponds to 8000 

cycles of applied voltage. To our knowledge, this is the 

 
 

Fig. 2.  Potential-energy curve for O2 lower states [12]. The inset 

shows the energy positions of states populated in the plasma. 

 
 

Fig. 3.  Typical applied voltage and current waveforms for 

helium plasma jet. 

    
 

Fig. 5.  Helium-oxygen (2%) plasma jet. (a) SWIR imaging of 

SDOs for free plasma jet and (b) SWIR imaging of SDOs under 

the influence of 1.4 m/s airflow. The mixture gas flow rate is 2.1 

L/min for both. 

    
 

Fig. 4.  Helium plasma jet. (a) light emission taken by a digital 

camera (Nikon D6) and (b) optical emission of 1270 nm under 

room light captured by an SWIR camera (Ninox 640 SU). The 

He flow rate is 2 L/min for both. 
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first 2-D image of SDOs generated by APPJ. The gas 

velocity at the tip of the nozzle is 42 m/s, from which the 

gas velocity gradually decreases, and the distribution 

range is seen to extend in a conical shape. A similar two-

dimensional distribution was observed at even lower 

oxygen concentrations (down to 0.5% in this experiment). 

The distribution pattern is similar to that observed with the 

Schlieren method [13]. In addition, when airflow (wind 

speed 1.4 m/s) is applied from the side, the SDOs are 

found to be swept sideways as shown in Fig.5 (b).  

 

C.  Plasma jet irradiation to various targets  

 

Due to the highly non-equilibrium nature of 

atmospheric pressure plasma jets, it is common practice to 

apply the plasma plume directly to a finger. Fig.6 shows a 

case where a finger is inserted away from the plasma jet, 

but is covered by SDOs. Therefore, it should be noted that 

SDO, one of the reactive oxygen species, affects even 

outside the emission region of the plasma. 

Fig. 7 shows the interaction between various targets 

and the plasma jet. Fig.7(a) shows the cone-shaped SDO 

flow acting on the sphere. There have been many studies 

on the flow around a sphere [14-16], and a characteristic 

wake flow behavior was observed for a Reynolds number 

of about 103, which corresponds to this experiment. Fig. 

7(b) shows the SDO flow against a disk placed at an 

oblique angle to the flow. It can be observed that the long-

lived SDOs are found flowing along the disk. Furthermore, 

Fig.7(c) shows that when the mesh plate is used, some 

SDO flow penetrates through it. 

APPJ is widely used for stimulation of biological 

tissues in aqueous solutions and as a liquid treatment to 

produce plasma-activated water. Finally, Fig.8 shows 

SDOs being supplied to water in two petri dishes with 

different diameters placed out of reach of the plasma jet 

under room light. It can be clearly seen that SDOs are 

transported by the plasma-induced gas flow to the surface 

of the water. Fig.8(a) shows the case where the cone-

shaped plasma spread and the inner diameter of the petri 

dish nearly coincide. On the other hand, the SDOs that 

reach the water surface spread out over the surface of the 

water, and when they come to the edge of the petri dish 

(77 mm inner diameter, 15 mm in height) as shown in 

Fig.8(b), they wind upward and generate a vortex flow.  

In this study, initial results for the visualization of 

metastable singlet delta oxygen molecules were shown. 

This was made possible by a state-of-the-art SWIR camera 

with low thermal noise and high quantum efficiency 

among many other cameras. 

 

IV. CONCLUSION 
 

We have succeeded for the first time in the 

visualization of singlet delta oxygen produced by 

atmospheric pressure helium-oxygen plasma jet. Singlet 

delta oxygen, one of the reactive oxygen species, was 

found to be transported far from the plasma due to the 

long-lived species. Based on the relationship between the 

velocity of the airflow and the observed distance, a 

lifetime of more than one second is expected. Hence, it 

may contribute to chemical reactions that occur outside the 

plasma. Further experiments under various conditions 

such as the effects of gas flow rate, oxygen concentration, 

 
 

Fig. 6.  Helium-oxygen (2%) plasma jet showing SDOs 

irradiated to a finger. The mixture gas flow rate is 2.1 L/min. 

            
 

Fig. 7.  Helium-oxygen (2%) plasma jet. (a) SWIR imaging of SDOs against for sphere (dia.40 mm), (b) SWIR imaging of SDOs 

against for a circular plate (dia.80 mm) placed diagonally, and (c) SWIR imaging of SDOs against for a 65 mesh circular plate (dia.50 

mm). The mixture gas flow rate is 2.1 L/min for all. 
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and plasma power are being planned to clarify the 

dynamics of SDOs. 
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Fig. 8.  Helium-oxygen (2%) plasma jet. (a) SWIR imaging of 

SDOs for a petri dish with 47 mm inner diameter and (b) SWIR 

imaging of SDOs for a petri dish with 77 mm inner diameter. 

The mixture gas flow rate is 2.1 L/min for both. 
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I.  INTRODUCTION 

Electrocoalescence refers to the process of droplet 

merging under the influence of an external electric field. 

This physical phenomenon underpins several practical 

applications, one of which is the electroseparation of 

emulsions where small droplets of a conductive liquid are 

suspended in a dielectric medium. A significant example 

of such electroseparation is the dehydration of crude oil 

[1,2]. 

In a number of studies, researchers have sought to 

enhance the efficiency of electroseparation by applying 

time-varying rather than constant electric fields [3–8]. 

These include harmonic signals, unipolar and bipolar 

pulsed signals, sawtooth waveforms, among others. 

Experimental investigations in this area yield valuable 

insights: various signal types are compared, and optimal 

amplitudes and frequencies are identified. However, these 

results often fall short of revealing the specific 

mechanisms responsible for the observed improvements in 

separation efficiency. 

One of the challenges in analyzing experimental data 

lies in the limited understanding of how the characteristic 

frequencies of droplets depend on fluid properties and 

droplet size. As a result, optimal signal frequencies can 

vary significantly for droplets of different sizes or for 

liquids with different properties. 

For practical applications of electrocoalescence, it is 

important to identify the threshold field strength beyond 

which coalescence ceases and either partial coalescence or 

non‑coalescence begins.  

Previous work [9] attempted to describe the 

dependence of the single-drop breakup threshold on the 

frequency of a pulsed electric field. It was shown that 

introducing a new time-scale parameter 𝑡𝑦, and a 

corresponding dimensionless parameter defined as the 

product of field frequency 𝑓 and 𝑡𝑦, allows the results to 

be generalized across different droplet radii and oil 

properties: 

𝑃𝑡𝑦 = 𝑓 ∙ 𝑡𝑦 ,    𝑡𝑦 = √
𝜌𝑜𝑖𝑙𝑟0

3

𝜎
𝑂ℎ0.7,     𝑂ℎ =

𝜂𝑜𝑖𝑙

√𝜎𝜌𝑜𝑖𝑙𝑟0

. (1) 

Here, 𝜌 is the density, 𝜂 is the dynamic viscosity, 𝜎 is the 

interfacial tension, 𝑟0 is the radius of an undeformed 

droplet. 

The next step was to establish a threshold–frequency 

relationship for the electrocoalescence case [10]. A 

characteristic curve was obtained for a fixed droplet radius 

and fluid properties, and its features and asymptotic 

behavior were analyzed. It was also demonstrated that 

variability in the threshold arises due to the random phase 

of the electric signal at the moment of droplet contact. 

The present study builds on the aforementioned 

research. Its aim is to determine, through numerical 

modeling, how the frequency dependence of the threshold 

electric field varies with droplet radius and to explore the 

possibility of generalizing this relationship using the 

previously introduced parameter 𝑃𝑡𝑦. 

   

II. NUMERICAL MODEL 

 

The electrocoalescence process is simulated using 

the Arbitrary Lagrangian–Eulerian (ALE) method. The 

following assumptions are applied in the construction of 

the model: 

• the droplet is treated as a perfect conductor, 

• the oil is treated as a perfect dielectric, 

• material properties are homogeneous, 

• gravity is neglected, 

• both fluids are incompressible, 

• droplets are electrically neutral, 

• all droplets have the same size, 

• droplets are aligned along the direction of the 

electric field. 

The model solves the following set of equations. 
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varying electric fields and supports the design and interpretation of future experiments. 
 

Keywords—Numerical Simulation, Arbitrary Lagrangian-Eulerian Method, Electrocoalescence, Two-Phase 

Liquid. 
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Navier–Stokes equations for both phases: 

𝜌 (
𝜕𝒗

𝜕𝑡
+ (𝒗 ∙ 𝛁)𝒗) = −𝛁𝑝 + 𝜂∆𝒗, (𝟐) 

𝛁 ∙ 𝒗 = 0, (𝟑) 
where 𝒗 is the velocity, 𝑝 is the pressure, 𝜌 is the density, 

and 𝜂 is the dynamic viscosity. 

Gauss’s law for the dielectric (oil): 

𝛁 ∙ (𝜀𝜀0𝑬) = 0, 𝑬 = −𝛁𝜑, (4) 

where 𝑬, 𝜑 are the electric field intensity and potential, 𝜀 

is the relative permittivity, and 𝜀0 is the vacuum 

permittivity. 

Interface boundary conditions: 

The normal component of the stress tensor 

experiences a discontinuity due to interfacial forces: the 

electric force 𝑓𝑒𝑙 and the surface tension force 𝑓𝑠𝑡: 

𝑓𝑒𝑙 =
1

2
𝜀𝜀0𝐸2, (5) 

𝑓𝑠𝑡 = 2𝜎𝜅, (6) 

where 𝜎 is the interfacial tension and 𝜅 is the mean 

curvature of the interface. The tangential component of the 

stress tensor is continuous across the interface. 

The velocity field is continuous, and the geometric 

interface between the phases moves with the local fluid 

velocity. 

In addition, the electric potential is constant over the 

entire droplet surface. 

Zero charge condition at the droplet interface: 

∫ 𝜀𝜀0𝐸 𝑑𝑆

Interface

= 0. (7) 

 

The types of boundary conditions applied at the 

edges of the computational domain are illustrated in the 

Fig. 1. A fixed potential 𝜑0 is applied at the electrode. 

 The applied potential 𝜑0(𝑡) is defined through the 

field intensity as 𝐸0̂(𝑡) = 𝐻𝜑0(𝑡), where  𝐸0̂(𝑡) 

represents a smoothed pulsed waveform with an amplitude 

of 𝐸0 and a duty cycle 𝛽 = 0.5. Due to the smoothing of 

the signal, the effective duty cycle, 

𝛽𝑒𝑓𝑓 =

1
𝑇 ∫ 𝐸0̂(𝑡)𝑑𝑡

T

0

𝐸0
2

(8) 

is slightly lower than 𝛽, and is equal to 𝛽𝑒𝑓𝑓 = 0.487. 

 

The ALE method used for simulating 

electrocoalescence requires manual adjustments to the 

mesh topology. The simulation process consists of two 

stages: first, droplet approach is modeled up to a critical 

distance, followed by the manual insertion of a liquid 

bridge; second, the deformation dynamics of the merged 

droplet are analyzed. This approach has been 

experimentally validated and successfully applied to 

various problems [11–14]. 

 

III. RESULTS AND DISSCUSION 

 

In this study, we limited our analysis to a single value of 

the duty cycle (𝛽 = 0.5, 𝛽𝑒𝑓𝑓 = 0.487). Additionally, we 

fixed the properties of the oil as follows: density ρoil = 910 

kg/m3, relative permittivity 𝜀oil = 2.85, interfacial tension 

𝜎 = 16 mN/m, and dynamic viscosity ηoil = 60 mPa∙s, 

corresponding to the properties of olive oil [15]. The 

properties of water were also held constant: ρwater = 998 

kg/m3, ηwater = 1 mPa∙s. 

In the baseline case, droplets with an initial radius of 

𝑟0 = 1 mm were considered. This radius was then varied in 

subsequent simulations. For each droplet radius, the 

threshold electric field strength was evaluated as a 

function of signal frequency.  

 

A. Dependence of Threshold Electric Field on 

Frequency. 

Let us now consider in more detail how the threshold 

electric field strength is determined. For all parameter 

values considered in this study, the physical process 

follows the same general pattern: under the action of the 

pulsed electric field, the droplets undergo oscillations and 

deformation, gradually approaching each other until a 

critical separation is reached. This moment of approach is 

interpreted as contact: a liquid bridge is then manually 

inserted between the droplets, marking the beginning of 

the second phase of the simulation. 

As a result of this interaction, the droplets either 

merge into a single oscillating droplet—a process we refer 

to as coalescence—or a new thin bridge appears between 

them without full merging, which we define as 

non‑coalescence. Examples of droplet shapes observed in 

non‑coalescence outcomes are presented in Fig. 2. 

 

For each field frequency, a series of simulations was 

performed with varying electric field amplitudes. The 

threshold field strength is defined as the average of the two 

extreme values of field intensity at which the outcomes 

transition between coalescence and non-coalescence. 

These extreme cases are represented as error bars in the 

subsequent figures. In the presented results, the difference 

between these threshold-defining values does not exceed 

0.05 kV/cm, while the typical field strength is around 

3 kV/cm. 

 

Let us now consider the threshold-vs-frequency curve 

obtained for the baseline configuration (Fig. 3). A detailed 

 
 Fig. 1. Geometry of the computational model and boundary 

conditions. *plane antisymmetry for electric potential.  
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discussion of this result is provided in [10]; here we briefly 

highlight its key features: 

1. At low frequencies, the threshold approaches a steady 

level where the field amplitude 𝐸0 equals the 

threshold under a static electric field, 𝐸𝐷𝐶 . 

2. At high frequencies, the threshold also stabilizes, and 

the root-mean-square (RMS) field value,  𝐸𝑅𝑀𝑆 =

𝐸0/√𝛽𝑒𝑓𝑓 corresponds to 𝐸𝐷𝐶 . 

3. The curve exhibits scatter: points close in frequency 

may show significant variation in threshold values. 

4. Overall, the threshold increases with frequency. 

5. The increase is not monotonic; there exists a frequency 

range where the threshold is notably elevated. 

 

A detailed discussion of these features is beyond the 

scope of this study. The primary focus here is to examine 

how the obtained curve changes with variations in system 

parameters. 

 

B. Effect of Droplet Size. 

Let us now consider how the threshold–frequency 

dependence changes with variations in droplet radius. 

Before doing so, we introduce a convenient normalization 

approach to ensure the comparability of results. Indeed, as 

the droplet radius changes, the threshold values vary 

significantly, making direct comparisons less illustrative. 

To address this, we move to dimensionless parameters 

[16,17]: the Ohnesorge number and the electric Weber 

number: 

𝑂ℎ =
𝜂𝑜𝑖𝑙

√𝜎𝜌𝑜𝑖𝑙𝑟0

, 𝑊𝑒 =
2𝜀0𝜀𝑜𝑖𝑙𝑟0𝐸0

2

𝜎
(9) 

The latter can be interpreted as a measure of the electric 

field strength that accounts for droplet size. 

The resulting dependencies for different droplet radii 

are shown in Figure 4. The key finding emphasized in this 

work is a shift of the threshold curve toward lower 

frequencies as the droplet radius increases. An additional 

observation, which deserves separate investigation, is the 

apparent tendency for the peak of the curve to rise with 

increasing droplet radius. 

The shift of the curve with droplet size is intuitively 

understandable: a larger droplet requires more time to 

respond to external excitation, corresponding to a lower 

characteristic frequency. But how can this shift be 

described quantitatively? 

 It was found that a dimensionless parameter (1) 

previously proposed for a related problem—the breakup 

of a single droplet—can be successfully applied here as 

  
a) 5 Hz, 2.67 kV/cm b) 30 Hz, 3.71 kV/cm 

  
c) 50 Hz, 3.88 kV/cm d) 300 Hz, 3.66 kV/cm 

 
 Fig. 2. Droplet shapes resulting from non-coalescence at various 

frequencies and field strengths (droplet radius 1 mm). 

 
Fig. 3. Threshold field strength as a function of frequency for the 

baseline parameter set. 

 
Fig. 4. Frequency dependence of the threshold electric Weber 

number for varying droplet radii. 

 
Fig. 5. Threshold electric Weber number versus the time-scale 

dimensionless parameter for varying droplet radii. 
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well. Figure 5 shows the same threshold curves, now 

plotted against the rescaled frequency using the proposed 

time-scale-based parameter. A close collapse of the curves 

is observed (within the expected scatter), indicating that 

the suggested formulation accurately captures the 

dependence of characteristic frequency on droplet size. 

 

V. CONCLUSION 
 

In this study, numerical simulations were used to 

analyze how the threshold amplitude of the electric field 

depends on the frequency of pulsed excitation as the 

droplet size varies. In addition to providing a qualitative 

explanation for the intuitively expected behavior, a 

method for quantitative characterization was proposed. At 

this stage, we have demonstrated that the introduced time-

scale parameter effectively describes the dependence on 

droplet radius; its applicability to other system parameters 

remains to be tested. 

The proposed time-scale parameter may serve as a 

useful tool for planning and interpreting experimental 

studies. It can help isolate the effects related to frequency-

dependent threshold variation from other phenomena not 

included in the current model—for example, those 

associated with the rupture of asphaltene films. 
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I.  INTRODUCTION 
 

In most cases, the external dispersion medium is 

considered a perfect dielectric when dynamics and 

interaction of conducting droplets (dispersed phase) 

suspended in a dielectric oil (dispersion medium) are 

considered [1]. The large difference in phase 

conductivities makes it possible to effectively influence 
the strong electric fields aimed at division of two-phase 

liquids into components by combining small droplets into 

larger ones. A number of numerical approaches have been 

used to describe a two-phase liquid in such cases in 

attempts to solve the problem of how two droplets interact 

in various settings. The results obtained in such models of 

pair interactions can be involved directly in designing 

purification devices, as well as in multi-droplet 

approaches, in which the evolution of the entire emulsion 

(from hundreds to millions of droplets) is studied by 

describing generalized droplet dynamics data. 
Thus, physical effects should be taken into account in 

models of pair interaction if they have a significant impact 

on the dynamics of droplets and the result of their 

interaction. One of the effects is the presence of 

dissociation-recombination processes in a dispersion 

medium in case it is leaky dielectric rather than a perfect 

one. Its degree of influence and the need to account for it 

may differ occasionally depending on electrical properties 

of the liquid. Dissociation of impurities results in free ions 

forming, and their concentration is limited by ion 

recombination. In most of the liquid volume, the 

concentrations of ions of both types are equal, while 
beside the surface of a conductive droplet in an external 

electric field, under the action of the Coulomb force, ions 

of one sign migrate away from the surface, and ions of the 

other sign, on the contrary, concentrate close to the 

surface. Because of this, charged layers form near the 

interface, causing a change in the electric field and the 

appearance of electrohydrodynamic (EHD) flows. The 

existing studies show that this leads to relatively small 

quantitative changes in the case when the mobilities of 
ions of different types are equal [2,3]. However, special 

attention should be paid to cases where the mobility of 

ions of different types is unequal, which is often found in 

practice [4]. It was found that the layers formed in this case 

lead to qualitative changes—an asymmetric convergence 

of the two droplets. However, there is still no complete 

understanding of how the dynamics and the pair 

interaction of droplets change in such systems. 
Thus, the goals of the current work are to study the 

dynamics of conducting droplets of a dispersed phase and 

the processes of their interaction under the influence of 

electric field in case of unequal ion mobilities in the leaky 
dielectric dispersion medium and to gain understanding of 

the necessity to account for resulting effects when 

implementing such systems in “multi-droplet” models. 
 

II. NUMERICAL MODEL 

 

A sharp interface method based on the arbitrary 

Lagrangian-Eulerian method was used to describe two-

phase immiscible liquid, which makes it possible to 

account for and consider thin boundary layers near the 

water-oil interface. The method was used earlier to model 
similar tasks [2–5]. 

In this work, the parameters of distilled water 

(ρ� = 998 kg/m³, μ� = 0.91 mPa·s, ε� = 80) and olive oil 

(ρ� = 910 kg/m³, μ� = 68 mPa·s, ε� = 2.85) are used for 

the dispersed phase and the dispersion medium, 

respectively, as it was in [2-5]. 

During the calculations the following equations are 

solved: the Navier-Stokes (1) and the continuity (2) 

equations (2) describing liquid dynamics; Poisson's (3) 

and Gauss’s (4) laws describing electric field distribution; 
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system of Nernst-Planck equations (5-7) describing the 

ion concentration. 

 

ρ� ��		⃗
�� � ρ�υ	⃗ , ∇�υ	⃗ � �∇� � ∇ ∇υ	⃗ � ∇υ	⃗ ��μ� � � ��	⃗  (1) 

 divυ	⃗ � � 0 (2) 

 div�	⃗ � � �/εε� (3) 

 �	⃗  � -∇V (4) 

 
�!"

�� � div#"			⃗ � � $ � α&'('- (5) 

 #"			⃗ � '"sign,"�-"�	⃗ � .∇'" � '"υ	⃗  (6) 

 � � ∑ ,"0'"" . (7) 

 

Here, �	⃗  is the electric field strength, V is the electric 

potential, υ	⃗  is the fluid velocity, P is the pressure, ε is the 

relative electric permittivity of oil, ε� is electric 

permittivity of vacuum, q is the space charge density, ρ is 

the density of the medium, μ is the dynamic viscosity of 

the medium, t is the time, n is the ion concentration, #⃗ is the 
ion flux density, b is the ion mobility, Z is the ion charge 

number, e is the elementary electric charge, d is the ion 

diffusion coefficient, W is the dissociation intensity, α& is 

the recombination coefficient. Subscript i notify the 

different phases of liquid, while “plus” and “minus” signs 

indicate the ion types. The right-hand side of the equation 

(5) are determined by the following ratios:  

 

 $ � 12
3|56|76(|58|78�99: ; (8) 

 α& � 3|56|76(|58|78�
99: . (9) 

 

Here, σ is the electrical conductivity of the oil (the 

conductivity of the oil at an equilibrium concentration of 

ions '�). 

In this paper, the case of an asymmetric binary 

electrolyte containing two types of univalent ions is 

considered: ,( = 1, ,= = �1. Equations (3–9) are 
calculated only in a dispersion medium (oil) since water is 

considered as a perfect conductor. 

The finite element method implemented in COMSOL 

Multiphysics is used to solve the problem. The calculated 

area is a cylinder, the bases of which are far enough from 

the drop that the conditions of field uniformity and the 

equilibrium value of ion concentration are fulfilled. Axial 

symmetry makes it possible to simplify the model to a 

two-dimensional formulation. Specified boundary 

conditions are shown in Fig. 1. 
Conditions on the interface (droplet surface) are 

sophisticated. In addition to the pressure created by the 
dynamics of the liquid, there is also a pressure drop due to 

the surface Coulomb force and surface tension: 
 

 �	⃗С � ?
@ λ�BC		⃗ � ?

@ εε��B@C		⃗ ; (10) 

 �	⃗DE � 2γHC		⃗ , (11) 

 

where λ is the surface charge density, �B is the projection 

of the electric field to the normal to interface, γ is the 

interfacial tension, H is the mean curvature of the surface, 

C		⃗  is the normal to the surface directed from the oil volume. 

 
Fig. 1. Simulated area and boundary conditions of the study. 

 

Due to the presence of these two forces, the 

pressure/velocity conditions at the interface are 

formulated as follows: 

 

 ���I � ��JEK&� � Lμ�JEK&∇υ	⃗ �JEK& � ∇υ	⃗ �JEK&���C		⃗ �
μ��I∇υ	⃗ ��I � ∇υ	⃗ ��I���C		⃗ MC		⃗ � �	⃗DE � �	⃗N � 0; (12) 

 Lμ�JEK&∇υ	⃗ �JEK& � ∇υ	⃗ �JEK&���C		⃗ � μ��I∇υ	⃗ ��I �
∇υ	⃗ ��I���C		⃗ Mτ	⃗ � 0. (13) 

 

The ion concentration conditions at the droplet 
boundary correspond to the so-called charge loss 

conditions, presented in [2,4]. 

 

 P( � Q'(-(�B � .∇'(, �	⃗ ↑↑ C		⃗
0, �	⃗ ↑↓ C		⃗  (14) 

 P= � Q 0, �	⃗ ↑↑ C		⃗
�'=-=�B � .∇'=, �	⃗ ↑↓ C		⃗ . (15) 

 

Difference of positive and negative ions fluxes forms 

non-zero charge Q on the surface of the droplet. 

 

 
UV
U� � ∮ 0P( � P=�dX. (16) 

 

Here, S is the droplet surface. The initial conditions 

correspond to the state of the liquid before exposure to an 

external field—the concentration of ions in the entire 

volume of oil is '� = σ/e-( � -=�, the charge and 

velocity are zero in the entire computational area. 
 

III. RESULTS AND DISCUSSION 

 

A.  Single-droplet case 

 

The degree of mobility difference can be determined 

by introducing parameter k and mobility value b as 

follows: 

 

 Y-= � -( � -. (17) 

 

The paper considers only the case k > 1 (-( > -=), 

because the case -= > -( is symmetrical to this one. The 

analysis is carried out for V = 2.4 kV/cm and R = 1 mm, 

which are relevant for such problems [5]. The patterns of 

droplet dynamics can be considered using the example of 
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b = 10=9 m2/(V∙s), k = 5 and σ = 2.4 ∙ 10=11 S/m, in which 

the main effects caused by the difference in mobilities are 

clearly manifested (Fig. 2). 

As soon as voltage is applied to the system, the ions 

begin to migrate along the electric field lines in the 

direction corresponding to the sign of their charge. Over 

the whole surface of the drop, ions of one sign move away 

from the drop, while ions of the other sign accumulate on 

the drop surface. This forms charged layers around the 
droplet. At the same time, since the mobility and therefore 

the velocity of positive ions is greater, the flux of positive 

charge through the interface prevails and a positive charge 

accumulates on the drop. Because of this, the droplet 

begins to accelerate due to the Coulomb force and move 

to the negative electrode. The finite dissociation time 

limits the continuous growth of the charged layer, so after 

some time (estimated by τ\�D=ε��Iε�/σ), the distribution of 

the space charge around the droplet ceases to change, 

while the total charge and velocity of the droplet reach an 

approximately constant value. The size of the formed 
charged layer can be approximately estimated as the 

distance migrated by the ions during dissociation time 

(]IJ^K& ≈ -� ∙ τ\�D ≈ -�ε��Iε�/σ). 

The droplet velocity strongly depends on the charge Q 

(Fig. 3), which, in turn, is affected by the conductivity (the 
number of ions formed due to dissociation) and the 

mobility ratio (determines the imbalance of ion fluxes of 

different signs). For this reason, all other things being 

equal, the charge on the droplet is greater at higher k and σ. The conclusion is partly true for velocity, except for a 

more complex dependence on the σ parameter. The reason 

for it is space charge. 
An increase in conductivity corresponds to an increase 

in equilibrium ion concentration '� and consequently 

charge density, as well as a decrease in the ]IJ^K&. Thus, in 

the case of large values of σ, high-density negative space 

charge is concentrated at the front of the moving droplet. 

The space Coulomb force acting on it is directed against 
the external field and against the droplet moving direction, 

which creates increased frontal resistance to the 

movement of the drop. In the limit of σ→∞, ]IJ^K&→0, 

while the force acting on the space charge equalizes the 

Coulomb force acting on the droplet and the drop velocity 
tends to zero. As a result, it is important to note that the 

final velocity of the drop cannot be determined by the 

charge Q, since the space charge in the oil and the space 

Coulomb force acting on it have a significant effect. 

The value of ion mobility b also has a direct impact. 

For different values, all other things being equal, velocity 

of the droplet is always lower in the case of lower 

mobility. While lower mobility value corresponds to a 

higher '� and a smaller ]IJ^K&, that is, a greater frontal 

resistance, even comparing the cases of identical '� and ]IJ^K& (σ/b = const), the velocity with a larger b is still 

greater. For the case of a larger b, the migration rate is an 

order of magnitude higher than the liquid velocity and, in 

particular, the droplet velocity. Due to this, the space 

charge distribution is more determined by dissociation and 

migration. For the case of a smaller b, the migration velocity 

 
Fig. 2. Surface and arrow plots of velocity magnitude (upper part 
of each image) and space charge density (lower part of each 
image) at various time points after applying voltage: t = 1 s (a); 
t = 2 s (b); t = 3 s (c); t = 4 s (d). The magenta circle corresponds 
to the droplet boundary at t = 0 s. 

 

takes values of the same order as the velocity of the liquid. 

Thus, among other mechanisms, convection has a strong 

influence on the space charge distribution. Thus, the 

charge Q and electric field intensity on the interface are 

lower, therefore the droplet moves more slowly. 
A positively charged trace remains along the path of 

the drop. A negative charge is also left behind the droplet 

and prevails in the trace if there is a sufficiently rapid 

movement of the droplet (or strong convection) and long 

enough dissociation time. In such cases, the space 

Coulomb force acting in this trace can lead to the 

appearance of an EHD flow, directed opposite to the 

direction of the droplet movement. It should be noted that 

such an EHD flow is distinct only in a narrow range of σ 

values, for high k values and is more intense for lower 

values of b. 
As a result, there are a number of the main phenomena 

observed: 
1. non-zero charge accumulated on the drop; 

2. translational motion of a drop under the influence 

of Coulomb force towards one of the electrodes 

(wide ranges of parameter values); 

3. increasing of frontal resistance due to the space 

Coulomb force acting in the dispersion medium; 

4. EHD flow in trace of the droplet (narrow ranges 

of parameter values) 

 

B.  Two-droplet Case 

 

A similar numerical model is used to analyze the 

interaction of two droplets, but the second drop is added, 

and the charge Q is calculated separately for each drop. In 

this case, the effects described in the previous section are 

also observed. The effects are most pronounced if the 

distance between the droplets is sufficient for the transient 

processes of charged layers formation and charging of the 

droplets to take place before their collision. 
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Fig. 3.  Droplet velocity and maximum velocity in trace (a); 
droplet charge (b). Results presented as dependencies on σ for 
different values of b and k. 

 

The accumulating charge on the droplets causes them 

to move forward towards the negative electrode. The EHD 

flow that occurs in the droplet trace has a fundamental 

effect on their interaction. The case with parameters 
identical to the results in Fig. 2 is considered since such 

effect is strongly pronounced in it (Fig. 4). 

Firstly, the distance between the droplets decreases 

rapidly due to their primary deformation in the external 

field, after which the droplets continue to converge due to 

the dipole-dipole interaction. They also gradually charge, 

and both begin to move towards the negative electrode. At 

the same time, an EHD flow forms in the trace of the drop 

“1” (Fig. 4) and the other one lies in an oncoming flow, 

the resistance force of which slows it down and prevents 

further approach to the drop “1”. Thus, droplet collisions 

do not occur under the following conditions: 
1. intense EHD flow in the trace of the droplet 

(narrow range of σ, high k value); 

2. the initial distance between the droplets is 

sufficient for the formation of layers and the 

EHD flow to occur before the droplets collide. 

 

V. CONCLUSION 
 

The numerical model was successfully implemented 

that makes it possible to study the dynamics of a water 

droplet in conditions where the mobility of ions of 

different types in a dispersion medium differs. The results 

demonstrate fundamental differences both from the case 

of a perfect dielectric dispersion medium and from the 

case of equal ion mobilities. 
For a wide range of electrical properties of the oil, 

rapid translational movement of droplets with velocity 

about 0.5-7 mm/s in the direction of one electrode is 

observed. The dependence of the droplet velocity on the 

parameters is complex, due to the influence of both the 

surface charge on the droplet and the space charge in the 

dispersion medium. There is also an EHD flow in the 

droplet trace up to 1.3 mm/s, which may prevent droplet 

collisions. However, such flows are observed for a narrow 

range of electrical properties of the oil. 

The obtained results can be used both in practice and in 

multi-droplet models. However, this requires further 

 
Fig. 4.  Surface and arrow plots of velocity magnitude (upper part 

of the image) and space charge density (lower part of the image) 

for droplet pair interaction (a); time-dependencies of velocities 

for droplet pair and one-droplet case with identical liquid 

properties (b). 

 

analysis in order to generalize the obtained results to cases 

of other droplet sizes and different values of the external 

field strength. 
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I.  INTRODUCTION 
 
Electrocoalescence is a process of vital importance in 

various industrial applications, particularly in oil-water 
separation and other multiphase fluid systems [1]. The 
present study focuses on the behavior of individual drops 
interacting with a fluid layer in the presence of an electric 
field. Such scenarios commonly occur in electric 
dehydration devices and electrocoalescers [2]. 
Traditionally, these devices are developed through 
empirical adjustments and trial-and-error methods, owing 
to limited understanding of the complex 
electrohydrodynamic processes occurring within [3]. This 
approach is time-consuming, costly, and often yields 
suboptimal results. 

The current research circumvents these limitations by 
employing high-fidelity numerical models that simulate 
two-phase electrohydrodynamic interactions [4]. These 
simulations offer an efficient and accurate way to explore 
drop behavior across a wide range of parameters. Our 
approach is based on the arbitrary Lagrangian–Eulerian 
method (ALEM) or moving mesh method [5], which more 
accurately captures interface dynamics than conventional 
level-set or phase-field techniques. Notably, it prevents 
unphysical charge dissipation across the interface [6], a 
flaw that plagues other modeling strategies. 

In this work, we investigate the specific "drop-layer" 
interaction regime, which has been the subject of a number 
of studies [7-12]. Here, drops often accumulate charge by 
contacting electrodes or through interactions with other 
charged entities. This accumulated charge plays a critical 
role in determining the outcome of a coalescence event, 
especially at low field strengths where electrostatic forces 
may be insufficient to drive complete merging in the 
absence of charge. We aim to construct a detailed regime 
map that categorizes coalescence behavior under varying 
conditions of drop size, charge, and electric field intensity. 

 

II. METHODOLOGY 
 

 
A. Mathematical and physical model 

Computer simulation based on the arbitrary 
Lagrangian–Eulerian method, Poisson and Navier-Stokes 
equations for an incompressible liquid were used to study 
the drop-layer system:  

ρ
𝜕𝒗

𝜕𝑡
 +  ρ(𝒗∇)𝒗 =  −∇𝑃 + μ∆𝒗 + ρ𝒈 (1) 

div 𝒗 =  0 (2) 
div(εε𝑬) =  0 (3) 

𝑬 =  −∇𝑉. (4) 
Here 𝜌 is the liquid density, 𝒗 is the velocity vector, 𝑡 

is the time, P is the pressure, μ is the dynamic viscosity, 𝒈 
is the free-fall acceleration, ε is the relative permittivity, 
ε is the vacuum permittivity, E is the electric field 
strength, and V is the electric field potential. 

Figure 1 shows the geometry of the model. A drop of 
water is located in the volume of oil between two 
electrodes, the upper wall is a high-voltage electrode. Zero 
potential was set on the surface of the water layer. Under 
the influence of Coulomb and gravity forces, a drop of 
water moves towards the layer, then one of the following 
cases occurs: coalescence (complete union of a drop of 
water and a layer), partial coalescence (partial union of a 
drop of water and a layer) or non-coalescence.  

 The study was supported by Russian Science Foundation, research 
project No. 22-79-10078, https://rscf.ru/en/project/22-79-10078/ 

 
 

Fig. 1.  The geometry and boundary conditions. 
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A key part of understanding drop behavior under 
electric fields is quantifying the amount of charge a drop 
may acquire upon contacting an electrode. Initially, we 
apply the following analytical relation [13]: 

𝑄 =  
ଶ

ଷ
𝜋ଷ𝜀𝜀𝑅ଶ𝐸, where R is the drop radius and E is the 

average field strength. While insightful, this formula 
assumes ideal conditions and does not account for 
deformation of the drop or the influence of finite 
interelectrode distances. 

For example, characteristic charges for the larger 
drops (2 and 2.5 mm) at an applied voltage of 6 kV were 
determined to be 0.63 nC and 0.98 nC, respectively. 

Furthermore, we calculated the maximum stable 
charge a drop could sustain before destabilization using 

the classical Rayleigh limit [14]: 𝑄௫ =  4 (𝜋𝜀𝜀γ𝑅ଷ)
భ

మ, 
where γ is the surface tension. These values were then 
compared with simulation outputs to verify consistency. 
For a 1 mm drop, the Rayleigh-predicted charge limit 
aligned closely with the numerically determined 
threshold. 

In preparation for dynamic simulations, the initial 
release height of the drop above the layer was calibrated 
to ensure that the drop achieved terminal velocity before 
interaction. For smaller drops (e.g., R = 1 mm), this 
distance was approximately 9 mm. For larger drops (R = 2 
mm and 2.5 mm), the required height increased 
significantly to 20 mm and 40 mm, respectively. This 
adjustment prevented residual oscillations in drop 
deformation from contaminating the simulation results 
(Fig. 2).  

 

 
 

B. Liquid properties 
The simulation was carried out for olive oil with the 

following characteristics: density ρo = 910 kg/m3, dynamic 
viscosity μo = 0.065 Pa s, relative permittivity 𝜀 = 2.85. 
The properties of the drop and layer correspond to water: 
ρw = 1000 kg/m3, μw = 0.001 Pa s. The interfacial tension 
for this pair of liquids is set to 𝛾 = 0.016 N/m. 

 

 

III. RESULTS AND DISCUSSION 
 
Simulations comparing the behavior of charged and 

uncharged drops under varying electric fields revealed 
several key insights. First, the presence of non-zero total 
surface charge consistently increased the electric field 
threshold required for partial coalescence. This was 
primarily due to the enhanced kinetic energy imparted by 
electrostatic acceleration, which enabled the drop to more 
effectively merge with the underlying layer. 

One notable observation was the significant reduction 
in the volume of the secondary (daughter) drop in charged 
cases (Fig. 3.). The extra kinetic energy facilitated more 
rapid and complete transfer of the drop’s contents into the 
layer, limiting the volume available for residual 
detachment. This effect was more pronounced in drops 
with higher radii and was less dependent on deformation, 
highlighting the dominant role of translational motion 
over geometric distortion. 

 

 
To further elucidate these effects, we performed 

parameter sweeps with varying drop charges while 
tracking both deformation and impact velocity. As charge 
increased, so did approach speed, leading to faster 
coalescence. However, deformation also increased (Fig. 
4), which in uncharged scenarios would have hindered 
merging by promoting premature neck thinning. In 
charged drops, however, the velocity effect outweighed 
this deformation effect, resulting in improved coalescence 
efficiency. 

 

 
 

Fig. 2.  Velocity and droplet deformation vs time for R = 2.5 mm, 
E = 2.5 kV/cm, H = 8 cm, and Q = 0.87 nC. 

 
 

Fig. 3.  Comparison of the relative volume of drops released during 
partial coalescence vs electric field strength. Blue dots correspond 
to uncharged droplet, orange dots correspond to characteristically 
charged droplet, green dots correspond to shifted data for the 
uncharged case. R = 1 mm. 
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Additional insights were drawn from velocity field 

visualizations (Fig. 5), which showed that internal fluid 
circulations were minimal, especially near the point of 
contact. This validated the assumption that translational 
kinetic energy dominates the dynamics of coalescence. 
Flow rate data from Fig. 6 obtained on cut surface with 
shortest radius near bridge area corroborated this finding. 
It shows that more highly charged drops completed fluid 
transfer in shorter timeframes, leading to either full or 
more efficient coalescence. The reason for this is that the 
pumping rate through bridge area for more charged droplet 
higher at least until 15 ms. The graph breaks off after this 
value because the bridge ceases to exist for the case of 
complete coalescence. 

 

 

 

The final regime map (Fig. 7) encapsulated all 
observed trends. Not only did the threshold for partial 
coalescence increase with drop charge, but the onset of 
fragmentation (rupture) also shifted. Interestingly, for 
charged droplets, the breakup occurred below the 
Rayleigh threshold. This unexpected result was attributed 
to non-uniform charge redistribution, which altered 
surface stress patterns. Specifically, charge accumulation 
at the upper cap of the drop created localized forces 
sufficient to trigger destabilization which leads to the 
rupture of the drop at lower voltages than predicted by 
Rayleigh limit. 

 

 
 

V. CONCLUSION 
 
This research presents a numerical study on the 

impact of surface charge on partial coalescence in a drop-
layer system. By leveraging the moving mesh method and 
incorporating both electrostatic and hydrodynamic effects, 
we have demonstrated that kinetic energy derived from 
surface charge is a critical determinant in coalescence 
behavior. Our findings show that while deformation plays 
a role, it is secondary to the momentum effects induced by 
electric fields.  

The numerical results align well with the experimental 
findings of Nantanawut [9, 10]. Both studies highlight that 
charged droplets exhibit faster coalescence due to 
increased kinetic energy, corroborating the dominance of 
electrostatic forces over interfacial tension in charged 
systems. The experiments confirm that higher electric 
fields lead to greater droplet deformation, which can result 
in partial coalescence or non-coalescence, as observed in 
the numerical simulations. 

The regime map developed in this study serves as a 
valuable tool for predicting coalescence outcomes under 
various conditions. The insights gained here can inform 
the design of more effective electrocoalescence devices, 
optimize operational parameters, and reduce reliance on 
empirical tuning. Future work may include experimental 
validation with charged droplet, inclusion of multi-drop 

 
Fig. 4. Deformation and relative volume of daughter droplet vs 
charge. R = 1.5 mm, E = 2.0 kV/cm. 

 
 

Fig. 5.  Contour graph of the droplet velocity (z-component) at 
the moment before contact. On the left is the total velocity, on 
the right is the velocity minus the translational motion R = 2.5 
mm, E = 2.5 kV/cm. 

 
 

Fig. 6.  Liquid pumping rate as a function of time for a 
characteristically charged droplet (red) and for a droplet with an 
increased charge (blue). E = 2 kV/cm, R = 1.5 mm. 

 
Fig. 7. Coalescence regime map for charged and uncharged 
droplet. 
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interactions, and extension to alternating current field 
scenarios). 
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I.  INTRODUCTION 

 

Surface Dielectric Barrier Discharges (SDBDs) [1], 

have gained significant attention in various fields due to 

their ability to produce relatively strong and localized 

electrohydrodynamic (EHD) flows while promoting 

reactive species generation and transport. These induced 

jet-like flows, often referred to as ionic wind, can help 

control aerodynamic phenomena [2] [3], promote mixing 

for combustion applications [4], enable film cooling [5], 

while the reactivity occurring in SDBDs finds applications 

in several high-impact fields such as selective anti-cancer 

[6] and water treatment [7]. However, SDBDs are often 

limited by fabrication constraints leading to decreased 

robustness, longevity, repeatability and flexibility in 

design, hindering their electromechanical performance 

and applicability. Furthermore, current fabrication 

techniques are not capable of producing electrodes with 

fine features and complex geometrical shapes, which 

could potentially improve the plasma characteristics and 

EHD flows. In most studies, the fabrication of SDBDs 

entails the usage of conductive foil/tape (of various 

thickness), glued (usually with epoxy resin adhesive) on a 

dielectric surface. This, rather manual, fabrication 

procedure hampers both the repeatability and the 

optimization of the SDBD modules, both in terms of 

electrode shape quality (uniformity, alignment, 

smoothness), as well as in terms of design flexibility.  

Printed electronics and circuit board (PCB) 

techniques, such as photolithography and wet/chemical 

etching, have been used to generate more complex 

electrode designs [8]. These techniques, although very 

interesting and successfully demonstrated, are costly and 

require advanced facilities and know-how. Recently, 

inkjet-based printed electronics  have emerged as a 

promising technology for SDBD fabrication. [9] [10] [11] 

[12] Despite its merit, standard inkjet printing (IJP) 

presents several drawbacks, such as the need for lower-

viscosity inks, weak suitability for non-planar thus 

variable material substrates, typically inferior  resolution 

of printed line width (at least with non-exotic setups i.e. 

super inkjet technology) and  nozzle clogging issues due 

to the direct, bulk ink flow through the nozzle.  

Aerosol Jet Printing (AJP) is a promising alternative to the 

IJP technique to fabricate SDBDs. While both methods 

allow non-contact patterning, they differ in their working 

principles, material compatibility, resolution, and 

applications. AJP excels in precision applications 

requiring high resolution and material versatility. It 

provides high resolution due to its ability to produce fine 

aerosolized droplets, And the use of a sheath gas, around 

the aerosol beam, allows for better control over deposition, 

resulting in more consistent line width and smoother edges 

compared to IJP [13].  Furthermore, it is less prone to 

clogging, while achieving higher conductivity when 

compared to IJP for the same sintering protocols [14]. The 

resulting process is capable of printing lines on the order 

of 10–100 μm wide with its “narrow” class of nozzles and 

printing lines on the order of 800 μm wide with the “wide” 

nozzle class [15]. 

In this work, we report for the first time (to the best of 

our knowledge) the fabrication of Aerosol Jet Printed 

SDBDs (AJP-SDBD) able to generate stable surface 

discharges and produce EHD flows. The structure of the 

remaining part of this article is as follows: In Section II, 

we present the methods used for the fabrication and the 

characterization of the SDBDs. In Section III, we present 

Aerosol Jet Printed Surface Dielectric Barrier Discharge (AJP-SDBD) Plasma 

Actuators: Fabrication And Electromechanical Characteristics 
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results on electromechanical characteristics. In Section IV, 

we conclude and provide future directions.   

 

II. METHODOLOGY 

 

A.  Aerosol Jet Printing  

All SDBDs were designed and fabricated by CERTH, with 

an Aerosol Jet Printer (Optomec, AJ200 model) available 

at CERTH/CPERI and its ARTEMIS laboratory.  An 

aqueous-based silver ink (Metalon JS-A426, 

NovaCentrix, USA) was used. Ultrasonic atomization 

(UA) is employed for all prints, with the aerosol carrier 

gas being pre-saturated, in a bubbler, with water vapor. A 

narrow circular nozzle (300 μm in diameter) was used for 

printing the exposed electrode edges (see below for 

details), while a wider nozzle (0.75 mm in diameter) was 

used for the bulk areas of the electrode geometries. Both 

nozzles were delivered by Optomec Inc. (USA). Sintering 

for all prints was performed at  85 °C for one hour 

(adequate for the dielectric substrate – see below). The 

dielectric substrate for all SDBDs is commercially 

available Plexiglass (PMMA) with a thickness of 3 mm. 

  

B.  Measurements of electrical transport properties and 

material structure/properties 

Prior to the SDBD fabrication, Van der Pauw and 

Hall-effect measurements have been conducted (at 

AUTH), at room temperature, to evaluate the values of 

specific resistance, charge carrier density and mobility. A 

Van der Pauw experimental configuration attaining up to 

0.5 T magnetic field strength was used, while 

measurements were taken for both magnetic field 

directions and current to eliminate voltage probe contact 

resistance effects as well as magnetoresistance 

contributions. Silver paint was used to form Ohmic 

contacts with a printed rectangular electrode.  

 

C.  AJP-SDBD operation and ionic wind flow 

measurements 

The AJP-SDBDs were initially tested in the Plasma 

Science and Innovations (PlaSci) research team of 

ARTEMIS laboratory in CERTH/CPERI, with a AC-HV 

generator delivering max output of 40 kVp-p at 20 kHz in 

an open-air environment. More elaborated tests including 

discharge power and ionic wind measurements were 

conducted under quiescent conditions at the Low-Speed 

Lab of the Department of Flow Physics and Technology, 

at Delft University of Technology. The actuators were 

enclosed in a plexiglass box of 1000×500×500 mm, with 

sufficient optical access all around allowing external 

placement of the PIV camera and the laser head. 

LaVision’s Imager sCMOS camera captures the PIV 

images in double frame mode. The region of interest is 

illuminated by a Quantel Evergreen 200 Nd:YAG laser, 

used in a double pulse mode. The actuators are powered 

through Trek’s 20/20C-HS high voltage amplifier, which 

is fed a digitally generated AC waveform from National 

Instrument’s NI9215 card. The electrical parameters used 

for the ionic wind characterization are shown in Table 2. 

 

Table 2: Electrical parameter combinations 
  

Held Constant Varied 

f = 1 kHz VAC = 20, 25, 30, 35 kVp-p 

    VAC = 30 kVp-p f = 1, 2, 3 kHz 

 

III. RESULTS 

A.  Aerosol Jet Printed SDBDs and printed electrode 

electrical properties   

Three different SDBD designs have been fabricated: 1) a 

linear AJP-SDBD, with no overlap or gap between the HV 

(top) and ground (bottom) electrodes. 2) an annular AJP-

SDBD consisting of a circular free surface (not covered by 

conductive ink) on the top (HV electrode) side and a 

circular ground electrode on the bottom side with no 

overlap or gap between the two electrodes 3) an AJP-

SDBD with same dimensions as in the annular case, but 

with non-straight internal (to the annular gap) edges, 

forming a wavy structure. In all designs, conductive paths 

to allow for proper connection with the HV power source 

and ground terminals have been included.  The designs 

(including regions printed with fine/wide nozzles) as well 

as dimensions are shown in Fig. 1 - 4, where W1=80 mm, 

L1=15 mm, L2=20 mm, D1=20 mm.    

 

 

Figure 3 Wavy AJP-SDBD – schematic, both top and bottom 

layers are shown. 

 

Figure 1 Linear AJP-SDBD - schematic. 

 

Figure 2 Annular AJP-SDBD – schematic, both top and bottom 

layers are shown.  
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 The trace width of the JS-A426 silver ink using a 300 μm 

diameter nozzle is approximately 80um, with minimal 

overspray, while, when using a 0.75 mm diameter circular 

wide nozzle, it is approximately 400-500 μm with ~50 μm 

overspray on each side. The thickness of the deposited 

layer (printed with the narrow nozzle) is <1 μm. 

Resistivity, charge carrier density and mobility values 

extracted from Hall measurements are shown in Table 1, 

for samples that have been printed in x, y, and 45°/135° 

directions. Considering that the measurements show 

homogeneous structures, the lower resistivity values are 

attributed to a high-quality print result. Overall, the three 

electrodes show a metallic behavior, with their electronic 

properties comparing very favorably to other printable 

materials like PEDOT-PSS (1 – 10-2 cm) or graphene ink 

(3-8x10-3 cm).  

 
Table 1 Resistivity, charge carrier density and mobility of mono-

axial x, y and crisscrossed printed electrodes. 

 

B.  Plasma operation and electrohydrodynamic flow  

Stable plasma operation was observed for all designs 

under non-excess applied voltages (< 35 kVp-p) at 20 kHz 

(at CERTH). Images (with a standard camera) of 

discharge structure in the linear and wavy designs are 

shown in Fig. 4. At lower frequencies, detailed electrical 

(including power measurements) and flow 

characterization were performed at TUD for the linear and 

annular designs only. The maximum per-unit-length 

(normalized by W1 for the linear SDBD and by πD1 for the 

annular SDBD) average power consumption ranges 

between 54 – 571 W/m for the linear case and between 29 

– 248 W/m for the annular case, which highlights 

significant lower consumption per unit length in the 

annular design. Maximum velocities increase with applied 

voltage and frequency for both designs, ranging from 1.33 

to 4.6 m/s for the linear case and 0.56 to 2.32 m/s for the 

annular case.  

Fig. 5 shows a typical contour plot of the induced jet’s 

velocity magnitude, overlaid with velocity vectors. The 

plots shown are for the linear actuator operating at VAC of 

30 kVp-p and fAC of 3 kHz, which produced the strongest 

jet. The top electrode’s edge is at x=0 mm, and the ground 

electrode extends to x=20 mm. Characteristic of a linear 

DBD actuator, a wall parallel jet is induced by the 

discharge. Similar plots for the annular actuator are shown 

in Fig. 6. The axi-symmetric nature of the actuator results 

in inward jet flows similar to the linear case, coalescing 

from all sides and turning upwards, forming a wall-normal 

jet. The normal flow structure is similar to the ones 

reported in literature for lower AC frequencies [16] but 

with higher velocity magnitude, while reproduces the 

numerical results of [17] for large diameter annular 

SDBDs.  

 

V. CONCLUSION 
 

We have successfully demonstrated the applicability of 

AJP technology for the fabrication and rapid prototyping 

of custom-shaped SDBD actuators with ultra-fine 

precision. We successfully ignited the SDBDs in a wide 

range of operating frequencies (1 – 20 kHz) and applied 

voltages (20 – 40 kVp-p), which operation showed quite 

stable plasma formation in all variations. Through PIV 

measurements, we showed that the resulting EHD flows 

are similar to ones arising from “conventional” SDBDs. 

Future work will focus on the detailed plasma 

characterization of the SDBDs with optical diagnostics, 

comparison of EHD characteristics with literature results, 

as well as longevity studies along with an in-depth 

analysis of electrode characteristics and possible 

degradation during operation.  
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Figure 4 Photos of the AJP printing process (annular design - 

middle), linear SDBD (left – slightly different design) and 

wavy SDBD (right). All images by CERTH - plasma ignition 

achieved with a HV generator delivering max output of 40 

kVp-p at 20 kHz. 

 

 

Figure 5 Velocity magnitude of the induced flow by the 

linear actuator. 

 

 

Figure 6 Velocity magnitude of the induced flow by the 

annular actuator. 
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I.  INTRODUCTION 
 

The interactions between a cold plasma and a liquid 

are very complex but very important to study due to 

various applications in agriculture, biology, nanomaterial 

synthesis, and water treatment. However, because of the 

slow diffusion of reactive species in the liquid phase, the 

flow induced by the discharge in the liquid can play a key 

role in transporting species into the solution. Therefore, it 

is imperative to analyse the flow in detail to control the 

plasma-liquid processes effectively. 

In this context, for a few years, we have been 

investigating the liquid flow induced by three different 

types of cold plasma in contact with water, and the results 

are presented in the present ISEHD 2025. The first 

investigated cold plasma is a helium plasma jet [1]. The 

second one is a dielectric barrier discharge ignited 

between a needle placed a few millimetres above the liquid 

and a grounded electrode below the vessel containing the 

water [2]. In addition, in [2], a bibliography of studies 

carried out by other laboratories is presented. Then see [2] 

for more details. The third type of discharge we have been 

investigating for a few years is very simple: it is ignited by 

applying a DC voltage between a needle placed a few 

millimetres above the surface of the liquid to be treated 

and a grounded electrode immersed inside the liquid. 

In this article, we will see that when the DC voltage is 

increased, two different discharge regimes can be 

observed: a corona regime (maximum currents of a few 

dozen µA) and a normal glow one (current up to 10 mA). 

Moreover, due to different physical phenomena, several 

mechanical effects can occur: a gas flow induced by the 

discharge (ionic wind) [3], a deformation of the liquid 

surface, and a liquid flow, all these phenomena being 

currently investigated by our team. In the present 

experimental study, we will focus on the EHD flow 

induced inside the liquid with the help of a particle image 

velocimetry (PIV) system, in the case of the two discharge 

regimes indicated above. 

 In this article, we will briefly present the two main 

discharge regimes occurring in such a geometrical 

configuration. Secondly, we will present the flow induced 

in the water in the case of a normal glow discharge (current 

set at 3.8 mA). We will highlight that the high voltage 

polarity plays a role in the flow topology. Moreover, the 

flow velocity decreases when the water conductivity and 

the superficial tension increase.  Third, we will discuss the 

liquid flow in the case of a corona-like discharge (mean 

current between 7 µA and 30 µA). We will show that the 

flow is faster when the voltage is positive and when the 

gap between the needle tip and the water surface is 

increased because the surface forces are stronger.  

 

II. METHODOLOGY 

 

In our experimental setup (Fig. 1), the plasma 

discharge is ignited between the tip of a tungsten needle 

(curvature radius of 100 µm) and the water surface, which 

is grounded. The needle is placed a few millimeters above 

the water surface. The water (20 mL) is contained in an 

optical glass vessel (30×30×30 mm3). Two DC power 

supplies are used to apply the voltage at the needle: a 
Technix SR15-P-3000 (+15 kV, 200 mA) for the positive 

polarity and an Armexel AU-10N30-LC (-10 kV, 30 mA) for 

the negative polarity. The discharge voltage is measured with 

a high-voltage probe (LeCroy PPE, 20 kV, 100 MHz) 

connected to a digital oscilloscope (HDO6054, 500 MHz, 

2.5 GS/s). The discharge current is obtained by measuring the 

voltage across a shunt resistor between the grounded 

electrode and earth. The PIV system is similar to the one used 

in [1]. Then see [1] for full PIV details.  

Electrohydrodynamic water flow produced by a DC discharge ignited 

above its surface 
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Abstract- This study aims at characterizing the water flow induced by a DC discharge ignited between the water 

surface and a needle located a few millimeters above it. First, we highlighted that two discharge regimes can be 

observed: a corona-like discharge with current from a few µA to a few dozen of µA, and a normal glow discharge 

with current of several mA. Second, particle image velocimetry (PIV) measurements allowed us to precisely 

characterize the flow resulting from the deposition of electrical charges at the water surface by the discharge. These 

measurements have revealed a flow characterized by the formation of two symmetric and counter-rotating vortices.

In the case of a normal-glow discharge, it seems that the water flow is due to two EHD forces: a surface force due 

to the repulsion of charges at the surface, and an upward force in the liquid due to the migration of opposite charges 

from the bulk of the liquid. Moreover, we highlighted that the velocity (of a few cm/s) and topology of the flow 

depend on the voltage polarity, the water conductivity and on its surface tension. In the case of a corona-like 

discharge, there is still a significant water flow, even for current of a few µA. In this case, a third phenomenon can 

be at the origin of the liquid flow: the shear stress due to the ionic wind induced in the air, between the needle tip 

and the water surface. 
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Fig. 1.  Experimental setup. 
 

III. RESULTS AND DISCUSSION 
 

A.  Discharge regimes 
 

Fig. 2 shows the V-I characteristics of our discharge, 

for both polarities, and a gap equal to 2 mm. The different 

regimes are deeply analyzed and discussed in [4]. Briefly, 

between points A and B, we are in the presence of a corona 

discharge; the time-averaged discharge current I ranges 

from a few µA to several dozens of µA. In the case of a 

negative voltage, the current versus time is composed of a 

DC component plus Trichel pulses. The current is 

pulseless for the positive corona discharge, meaning there 

is no breakdown streamer. The photograph of the 

discharge reveals a small ionization area extending up to 

0.2 mm from the needle tip. Additionally, the liquid 

surface appears significantly deformed because of the 

ionic wind flowing from the needle tip toward the water 

surface [3]. PIV measurements have been carried out in 

this discharge regime (7 µA ≤ I ≤ 30 µA). From point B, a 

sudden increase in the time-averaged current and a drop in 

the DC voltage are observed. Without current limitation, 

the current can reach several milliamperes (in practice, we 

control the current values by the current limitation of the 

power supply). At the same time, the voltage drops to 1-

2 kV, depending on the voltage polarity. For the PIV 

measurements, we fixed the time-averaged current at 

3.8 mA, corresponding to voltage values equal to 0.7-

1.5 kV in the case of the positive discharge, and 1.4-

2.1 kV for the negative one, this voltage value depending 

on the voltage polarity and also on the water conductivity. 

Indeed, if the water conductivity changes, the main 

behavior of I-V characteristics is similar, but the voltage 

and current values differ. In the current range of several 

milliamperes, the discharge regime is the normal glow, as 

illustrated by the right-hand photograph in Fig. 2. 
 

B.  Normal glow discharge induced-liquid flow  
 

As indicated just above, the time-averaged current 

was fixed at 3.8 mA for all the PIV measurements, and we 

investigated the effect of the voltage polarity, the water 

conductivity and the superficial tension of the water. The 

water conductivity has been increased in adding KCl in 

water, and the superficial tension has been decreased in 

adding ethanol in water (20%). In the present article, we 

present only the main results. 

Fig. 3 presents the velocity fields of the water flow for 

both polarities and three different values of water 

conductivity. The background color indicates the velocity 

modulus (from 0 to 6 cm/s) and the black arrows (uniform 

length) the flow direction. Several remarks can be made. 

First, as for a helium plasma jet [1] and a dielectric barrier 

discharge [2], two main phenomena take place: (1) an 

upward displacement of the liquid, located directly 

beneath the point of discharge impact on the liquid 

surface, and (2) a tangential flow along the water surface, 

originating from the point of discharge impact on the 

liquid surface and propagating towards the edges of the 

vessel. Consequently, this results in the formation of two 

counter-rotating vortices in the upper half of the liquid. 

Secondly, we can see that the flow intensity decreases as 

the liquid conductivity increases. For instance, for the 

positive polarity, the liquid velocity reaches 6 cm/s for 

σ = 3.4 µS/cm when it is limited to about 3.5 cm/s for 

σ = 800 µS/cm. Third, the water flow velocity is slightly 

higher with the positive discharge than with the negative 

one. 

 

 
Fig. 2.  I-V characteristics of the discharge. 

 

Let us discuss the phenomena at the origin of this 

water flow. In fact, liquid flows induced by electrical 

discharges can result from different physical phenomena, 

such as EHD forces due to the motion of electrical charges, 

thermal convection, surface tension gradients (Marangoni 

effect), and shear stress induced by a gas flow along the 

water surface [2]. Here, we can assume that the liquid flow 

is mainly due to EHD forces. Indeed, although the 

discharge power consumption is several watts, the thermal 

and Marangoni effects are certainly negligeable, and there 

is no gas flow. In fact, two types of EHD forces can be at 

the origin of the improvement of the liquid flow, these two 

forces being due to the deposition of electrical charges at 

the surface of the liquid, where the discharge impacts the 

liquid. First, the horizontal flow observed at the gas-water 

interface (in the x direction) may result from the repulsion 

of charge carriers at the surface. Indeed, if the charges 
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accumulate in front of the discharge, they repel each other 

and therefore move from the point of impact of the plasma 

jet (x = 0) toward the edges of the vessel. This leads to two 

opposite forces, from x = 0 toward the vessel edges. 

Secondly, the upward flow is certainly due to the 

migration of opposite charges from the bulk of the liquid 

toward the location where the plasma jet impacts the 

water. For instance, when positive charges are deposited 

by the plasma jet, negative charges are created inside the 

liquid. Then, they drift toward the surface due to the 

electric field, resulting in an upward flow. This theory is 

consistent with the fact that the flow intensity is stronger 

when the water conductivity is weaker. 

Finally, we investigated the effect of the superficial 

tension γ of water. For pure water, γ = 70 mN/m. In adding 

20% of ethanol, the electrical conductivity is unchanged 

but γ = 40 mN/m. Fig. 4 presents the velocity field in the 

case of positive discharge, when γ = 40 mN/m. If we 

compare this flow with the one observed at γ = 70 mN/m 

(Fig. 3), we can see that a decrease in γ results in an 

intensification of the flow at the gas-liquid interface. 

 

C.  Corona discharge induced-liquid flow 
 

A second campaign of PIV measurements has been 

carried out with corona discharges (between points A and 

B in Fig. 2). In this case, the electrical power is on the 

order of 100 mW. The liquid is deionized water with an 

electrical conductivity varying between 2 and 4 µS/cm. 

Fig. 4 presents the velocity fields of the water flow for 

a positive corona discharge, for three different time-

averaged current values (7, 10, and 19 µA). The gap 

equals 2 mm. Three main remarks can be made. First, even 

for weak discharge current values, the liquid flow is 

significant as its velocity reaches a few cm/s. Second, the 

flow velocity increases with the discharge current. Finally, 

the flow topology is slightly different compared to the one 

observed previously with the normal glow discharge. 

Fig. 5 shows the velocity fields of the water flow for 

the two polarities, when the gap equals 4 mm and the 

current 30 µA. First, we can see that the flow induced by 

the positive corona discharge is more intense than the one 

 

  

  

  
 

Fig. 3. Velocity field for positive and negative normal-glow discharges, and different values of water conductivity. 

 

 

POSITIVE DISCHARGE 

σ = 3.4 µS/cm 

σ = 200 µS/cm 

σ = 800 µS/cm 

 
 

Fig. 4. Velocity field for a positive discharge and with a 

superficial tension of 40 mN/m (20% ethanol in water). Same 

velocity range as Fig. 3. 
 

γ = 40 m N/m 

σ = 3.4 µS/cm 

σ = 200 µS/cm 

σ = 800 µS/cm 

NEGATIVE DISCHARGE 
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produced by the negative one. Furthermore, in the case of 

the positive corona discharge, the flow velocity is 

significant as it reaches 6 cm/s at the water surface and 

3 cm/s in the vortices. 

Let us try to analyse the results and discuss the 

phenomena at the origin of the water flow. First, as for the 

normal glow discharge, we can observe an upward 

displacement of the liquid, located in front of the location 

where the discharge impacts the liquid surface, and a 

tangential flow along the water surface. We can then 

consider that this is due to the same surface and volume 

EHD forces. However, a third phenomenon can contribute 

to the formation of the water flow: the shear stress due to 

the gas flow along the water surface (ionic wind). Indeed, 

in [3], we recently measured the ionic wind velocity 

induced by AC corona discharges ignited between the 

surface of deionized water and a needle. For instance, for 

a voltage magnitude of 6.5 kV at 1 kHz, the ionic wind jet 

between the needle tip and the water surface had a width 

of about 1 mm and a mean velocity of 6 m/s. Then, when 

it impacts the water surface, the air flows along the water 

surface. 

 

 

 

 
 

Fig. 4. Velocity field for a three different positive corona 

discharge current values (7, 10 and 19 µA). Gap = 2 mm. 

 

 

 

 
 

Fig. 4. Velocity field for positive and negative corona discharges 

(gap = 4 mm, I = 30 µA). same velocity range as Fig. 4. 

 

IV. CONCLUSION 
 

This study aimed to characterize the water flow 

induced by a DC discharge ignited between the water 

surface and a needle located a few millimeters above it.  

Particle image velocimetry (PIV) measurements allowed 

us to characterize the flow resulting from the deposition of 

electrical charges at the water surface by the discharge. 

These measurements have revealed a flow characterized 

by the formation of two counter-rotating vortices, 

resulting from two EHD forces: a surface force due to the 

repulsion of charges at the surface, and an upward force in 

the liquid due to the migration of opposite charges from 

the bulk of the liquid. Moreover, in the case of a corona-

like discharge, a third phenomenon can be at the origin of 

the liquid flow: the shear stress due to the ionic wind 

induced between the needle tip and the water surface. 
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I.  INTRODUCTION 
 

Discharge characteristics in dielectric liquids have 

been studied for different polarities of applied field [1, 2], 

different flow rates for both AC [3, 4] and DC applied 

fields [3-7] in gases [7] and liquids [1, 2] with macro-scale 

inter-electrode spacing (e.g., few mm) and for Reynolds 

number up to approximately 500. The dielectric fluid flow 

was either between coaxial cylinder electrodes [3-5] or 

parallel plate electrodes [2, 6] with the electric field 

normal to the flow. If the applied electric field is sufficient 

to overcome the energy barrier set by the cathode emitter 

electrode and the dielectric liquid, electron(s) will be 

released from the metal surface into the dielectric liquid to 

form a negative ion. Momentum interchange between the 

charged ions and liquid molecules enables the former to 

be transported through the field free regions. This 

momentum transfer is typically very efficient as the 

charged particle and the neutral liquid molecules are of 

similar mass. The kinetic energy gained by the liquid 

molecules due to the applied electric field can induce a 

bulk liquid motion along the path of charge flow [2]. The 

mobility of the dielectric liquid, when a strong electric 

field is applied, is thus enhanced [1, 2]. The dielectric 

mobility increases compared to its true mobility as the ion 

velocity relative to liquid increases [1] which depends on 

the applied electric field [2]. Coe et. al. [2] studied the 

effect of hydrodynamic resistance between the emitter and 

collector electrodes on the discharge characteristics and 

found that the current reduced by a factor of 5 when a 

hydraulic resistance was imposed between the electrodes. 

They suggested that the current could be significantly 

increased if a flow was induced from the emitter to the 

collector electrode by means of a pump, and found an 

enhancement factor between 5 to 10 in current when the 

liquid was pumped at 0.5 m/s. For air, Jaworek and Krupa 

[7] found for a needle-flat plate electrode configuration 

that the discharge current, for field ionization, increased 

initially and then decreased as the air velocity increased. 

The optimum velocity for maximum current depended on 

the field strength. In case of field emission, the discharge 

current decreased as the flow velocity increased. The onset 

voltage to discharge and the breakdown voltage were 

found to generally increase as the air velocity increased, 

with a peak at 0.5 and 0.25 m/s respectively. The onset 

voltage to discharge and breakdown voltage increased by 

45 and 25% respectively for air velocity of 4 m/s when 

compared to still air. 

Miyao et al. [3] found for an AC applied field with 

coaxial cylinder electrode configuration and maximum 

Reynolds number of 167 that the current decreased with 

an increase in the flow velocity at lower temperature; but 

at high temperature the discharge behavior was 

inconclusive. In the case of a DC applied field, the current 

increased as the flow velocity increased [3]. The results of 

Metwally [4], however, showed a decrease in current with 

an increase in flow for an applied DC field with similar 

electrode configuration and Re ≤ 250. In the case of an AC 

voltage, the current increased or decreased as the flow 

velocity increased and was dependent on the electrode 

material and geometry [4]. Yuan et al. [5], also for coaxial 

electrode configuration, found that temperature had a great 

effect on the current-flow velocity relationship and 

showed that at temperatures less than 40 °C the current 

decreased as the flow velocity increased; while it 

increased at temperatures above 80 °C. This was attributed 

to the disparity in the increase in the mobility of the 

positive and negative ions caused by the decrease in the 

viscosity at higher temperature. There are no studies for a 

planar electrode geometry with dielectric fluid flowing 

parallel to the electrodes. The planar electrode geometry 

has a number of practical applications, including 

electrohydrodynamic (EHD) micropumps. The objective 

of this study is to investigate the discharge characteristics 

in dielectric liquid flows with a planar electrode geometry. 
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Abstract- The effect of fluid flow, both in the co- and counter flow direction with respect to the electric field 

direction, on discharge characteristics in a dielectric liquid has been studied. A set of 100 interdigitated planar 

electrode pairs were photolithographically fabricated on a thin glass substrate which acts as the bottom wall of a 

100 micron high, 5 mm wide and 50 mm long microchannel. The width of the emitter and collector gold electrodes 

was 20 and 40 µm respectively, with inter-electrode spacing of 120 µm. Spacing between each adjacent electrode 

pairs is 240 µm. A syringe pump was used to induce a flow through the microchannel. Current was recorded at 

different applied DC potential across the emitter and collector electrodes at different flow rates. The results showed 

an increase in current when flow was induced compared to the no flow case for all applied fields. At low applied 

electric fields, the current increased as the flow rate increased; while at the higher applied electric fields, there was 

an optimum flow rate for maximum current. 
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II. METHODOLOGY 

 

The schematic of the interdigitated electrodes 

lithographically patterned along the bottom glass wall and 

bonded to a PDMS microchannel is shown in Fig 1. The 

module consists of two sets of electrodes: the emitter 

connected to the high voltage probe of the DC supply and 

the electrically grounded collector. There was a total of 

100 electrode pairs. The dimensions are presented in Fig 1 

(b) and details of the microfabrication can be found in [8]. 

The fluid under test is a commonly used dielectric liquid, 

HFE 7100 from 3M. The DC field was supplied by 

connecting a high voltage power supply (Trek 677 with 

capacity of 2 kV, accuracy ≤ 0.1% of full scale) to the 

emitter electrodes while having the collector electrodes 

grounded. The current was measured using an ammeter 

(Keithley 2636 SourceMeter, resolution of 1 fA, accuracy 

better than 0.02% of reading + 25 nA) at different applied 

voltages. Experiments were performed for field emission 

mode (negative emitter) as it was found to generate higher 

discharge current compared to the field ionization mode 

(positive emitter) [9-11]. Experiments were performed for 

fluid flowing (i) from the emitter to collector electrode 

direction and (ii) from the collector to emitter electrode 

direction. Case (i) will be referred as co-flow as the 

electric field lines are stretched from the emitter to the 

collector electrodes, while case (ii) will be referred as 

counter-flow.  

 

III. RESULTS 
 

The discharge current as a function of applied DC 

potential for static (i.e., fluid velocity = 0) and dynamic 

fluid conditions (Re ≤ 13.1) is presented in Fig 2 (a & b) 

for co-flow and counter-flow cases. Two regimes of 

operation are observed: (i) low slope quasi-Ohmic regime, 

i.e. conduction phenomenon, where current flow is due to 

the dissociation and recombination of the fluid molecules 

and the hetero-charges formation at the electrodes; and (ii) 

high slope injection regime, where charges are injected 

into the dielectric liquid by electron tunneling. This 

transition from the low slope quasi-Ohmic region to the 

high slope injection region has been considered as the 

onset of charge injection [11]. The voltage at which this 

transition occurs is considered as the threshold voltage 

(Vth), which for no fluid flow (e.g. static) condition was 

found to be 900 V. The threshold voltages for co-flow 

conditions were smaller than that of the static condition, 

i.e., < 900 V (Table 1). For the counter-flow condition the 

threshold voltage was greater than that of the static 

condition (Table 2). The threshold voltage, in case of co-

flow, decreased as the Re increased; while for counter-

flow there was a peak at Re = 1.31. The slopes of the I-V 

curve for the static condition within the conduction and 

injection regimes were 0.39 and 30.26 nA/V respectively. 

The external flow increased the slope of I-V curves for 

both co- and counter flow conditions within their 

respective conduction and injection regimes compared to 

the static condition (Table 1 & 2). This slope within the 

conduction regime gradually increased as the flow 

velocity increased, while for the injection regime this  

 

Fig. 1: Schematic of (a) interdigitated electrodes and (b) 

cross sectional view (dimensions not to scale). 

 

slope initially increased and then decreased. For the co-

flow condition the optimum Re to have maximum slope 

within the injection regime was 5.23 while for counter 

flow condition it was 1.31. 

The external flow increases the current in both the 

conduction and injection regime, as found previously [3].  

The total current density within the conduction regime can 

be expressed as [12]  

 

𝑗 = 𝜎𝐸 + 𝑞𝑤                                      (1) 

while the total current density within the injection regime, 

ignoring diffusion, can be expressed as [12] 

 

𝑗 = 𝑞(𝑤 + 𝐾𝐸)                                   (2) 

The components σE, qw and qKE in equation (1) & (2) 

represent current due to conduction, convection and 

migration/ionic mobility respectively; where j is the total 

current density, σ the electric conductivity of the bulk 

liquid, q the charge density, w the fluid local velocity due 

to the application of electric field E and K the true ionic 

mobility. In this study, there is an additional external flow 

velocity (W) set by the external pump and equation (1) & 

(2) can be modified for conduction and injection regimes 

as  

𝑗 = 𝜎𝐸 + 𝑞(𝑤 ±𝑊)                             (3) 

𝑗 = 𝑞(𝑤 ±𝑊 + 𝐾𝐸)                             (4) 

As the liquid motion (w) set by the applied electric field 

(E) flows in the direction of ion motion [1], the external 

velocity (W) in equation (3) & (4) is positive for the co- 
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Fig. 2: Discharge characteristics in HFE 7100 with applied 

DC voltage at Re of: (circle) 0, (triangle) 1.31, (square) 

2.61, (diamond) 5.19, (cross) 7.85, (down point triangle) 

10.43 and (pentagon) 13.1. (a) Open symbols for co-flow 

and (b) filled symbols for counter-flow direction. 

 

 

 
 

 

Fig. 3:Discharge current at different flow rates within 

conduction regime. (square) 100V,  (circle) 300V and 

(triangle) 500V. Open symbols represent co-flow, filled 

symbols represent counter-flow. 

 

 

Fig. 4: Discharge current at different flow rates within 

injection regime. (square) 1300V, (circle) 1400V and 

(triangle) 1500V. Open symbols represent co-flow, filled 

symbols represent counter-flow. 

 

flow case and negative for the counter-flow case. It is 

evident from Fig 2 that, within the conduction regime the 

total current at a given Reynolds number increases as the 

applied electric field increases. This is due to the increase 

in the conduction current component in equation (1) and 

(3).  The current for the co-flow fluid direction was found 

to be smaller than the counter-flow direction within the 

conduction regime and shown for 100, 300 and 500V in 

Fig 3 as an example (deduced from Fig 2 (a) & (b)). It was 

expected according to equation (3) that co-flow (+W) 

would result in a higher magnitude in the convection 

current compared to the counter flow direction (-W), 

which was not observed for the conduction regime. Within 

the conduction regime the total current increases with an 

increase in Re for the co-flow direction and approaches a 

limiting value. For counter-flow, there is an initial increase 

in the total current with liquid flow with a subsequent 

decrease and approaches a limiting value. 

For the injection regime (V > Vth): the migration 

component (qKE in equation (2) & (4)) occurs due to the 

motion of ions relative to the bulk fluid with velocity KE, 

under an applied field (E). Under the unipolar charge 

assumption (i.e., charge injection from one electrode), this 

component represents the motion of free ions due to 

charge injection through the metal/dielectric interface 

[12]. Within the injection regime the discharge current 

was greater for co-flow (+W) compared to the counter-

flow (-W) case (Fig 4), as expected according to equation 

(4). At very high applied voltage (e.g., 1300, 1400 and 

1500 V) there exists an optimal flow velocity to generate 

a maximum current as shown in Fig 4. The presence of 

optimum flow velocity within the injection regime could 

be an indication of the hydraulic change in flow regime 

from laminar to turbulent. It was suggested for unipolar 

injection that there exists a critical Reynolds number of 10 

[13, 14] beyond which EHD instability occurs.  
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Table 1: Threshold voltage and slope of I-V curve at 

different Reynolds number at co-flow condition 

Reynolds 

number 

Threshold 

voltage 

(V)  

Slope in 

conduction 

region 

(nA/V) 

Slope in  

injection region 

(nA/V) 

0 900 0.39 30.2 

1.3 768 0.98 52.2 

2.6 830 1.1 77.8 

5.2 837 1.75 79.5 

7.8 849 4.74 73.0 

10.5 816 5.7 57.7 

13.1 738 6.34 41.1 

 

 

Table 2: Threshold voltage and slope of I-V curve at 

different Reynolds number at counter-flow condition  

Reynolds 

number 

Threshold 

voltage (V)  

Slope in 

conduction 

region (nA/V) 

Slope in 

injection 

region 

(nA/V) 

0 900 0.39 30.2 

1.3 1158 5.9 98.8 

2.6 1066 3.66 92.3 

5.2 996 4.46 82.5 

7.8 1043 5.56 90.2 

10.5 943 4.83 58.5 

13.1 924 5.74 45.6 

 

 

V. CONCLUSION 
 

Experiments were performed to study the effect of 

external fluid flow on the discharge characteristics in a 

dielectric liquid with an interdigitated planar electrode 

configuration. The experimental cell was 100 µm high, 5 

mm wide and 50 mm long microchannel. The 

interdigitated planar electrodes consist of two sets of 

electrodes: the emitter and collector electrodes, which 

were 20 and 40 µm wide respectively, with inter-electrode 

spacing of 120 µm. HFE 7100 was used as the working 

fluid. Experiments were performed for a Reynolds number 

ranging from 0 to 13.1 with the fluid flowing both along 

and opposite to the electric field. It was found that the total 

current increased for any applied voltage with an external 

flow compared to the static case. The threshold voltage for 

the onset of charge injection decreased for any flow 

velocity case except for Re = 1.31 at counter–flow 

direction. In general, the total current increased as an 

increase in the Re, with an optimum Re to generate a 

maximum current at very high voltages within the 

injection regime. 
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Traveling-Wave Electrophoresis Of Micro-Particles
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Abstract- We investigate theoretically the electrokinetic motion of microparticles suspended in a liquid subjected to traveling-
wave electric fields, i.e. Traveling-Wave Electrophoresis (TWE). In our case, the electric fields are generated by oscillating
potentials applied on a periodic array of microelectrodes at the bottom of a microfluidic channel. An analytical expression for
the traveling-wave electric field is derived by solving the Laplace equation using the Fourier series. This solution is subsequently
used in numerical simulations of the particle trajectories. Particle trajectories are simulated within a single wavelength of the
traveling wave. A transfer function is built to relate the initial and final positions of a particle within a unit cell. This function
enables us to predict the final height and phase of the particle oscillation given its initial conditions. Interestingly, the transfer
function reveals regions of apparent chaotic behavior, as well as regions that act as particle attractors.

Keywords- Traveling-Wave, Electrophoresis, Microfluidics.

I. INTRODUCTION

Figure 1: Schematic view of the channel studied, with spa-
tial periodicity L. Each electrode is driven by an AC po-
tential. The phase shift between neighboring electrodes is
shown.

We study a narrow channel filled with fluid with non-
restricted height and infinite length. At the bottom of the
channel, there is a periodic array of electrodes of width a,
separated by the same amount. The electrodes are driven
by a sinusoidal potential of amplitude V0 and frequency
ω = 2πf . Each electrode potential has a phase incre-
ment π/2 with respect to its left neighbor, resulting in a
traveling wave electric field with a vertical exponential de-
cay. A schematic view of this configuration can be seen in
Fig.1. Using the Fourier series, we derived an analytical
expression for the traveling-wave electric field by solving
the Laplace’s equation. The wavelength of the main mode
is given by λ0 = 8a = L, with subsequent modes having
wavelengths λn = λ0/(2n + 1). The frequency of every
mode is the one of the potential applied to the electrodes
[1]. The first order differential equations that describe the

motion of a particle with mobility µ are

dx

dt
= µEx(x, y, t), (1)

dy

dt
= µEy(x, y, t). (2)

These equations can be nondimensionalized. We make the
substitutions x → x/λ, t → ft, E → E/(kV0). The re-
sulting equations are

dx

dt
= REx(x, y, t), (3)

dy

dt
= REy(x, y, t), (4)

where R = µk2V0/ω is the nondimensional mobility, the
fundamental parameter of our problem.

TWE may be obtained with electrics fields resembling
a one-dimensional traveling wave electric field given by

E(t, x) = A cos (x− t), (5)

with nondimensionalized coordinates. The resulting equa-
tion of motion is the first-order differential equation

dx

dt
= R cos (x− t), (6)

which can be solved with analytical methods [2]. Within
this electric field, particles with R ≤ 1 undergo oscillations
superimposed with a drift velocity given by

u = 1−
√

1−R2 (7)

for particles with R ≤ 1. For particles with R > 1, the drift
velocity is u = 1 independently of the value of R.

Alternative electrode configurations for TWE, different
from the one shown in Fig. 1, have previously been studied
[3], where chaotic behavior was observed.

In this work, we study the motion of particles in this
electrode configuration via numerical integration of the
equations of motion and build the transfer function from
these results. Depending on the initial height of the parti-
cle above the electrodes, two distinct types of motion are
observed, one of which presents chaotic behavior.
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II. METHODOLOGY

Particle trajectories were obtained via numerical inte-
gration of the equations of motion using a second-order
Runge-Kutta method. The electric field is calculated us-
ing the first 150 modes of the Fourier series solution in the
region 0 ≤ x < λ, 0 ≤ y < λ. Particles that reach the up-
per boundary are not considered. In order to calculate the
value of the electric field at each point (x, y) and time t we
built a fine grid from which the value is obtained by linear
interpolation. Since the channel is periodic in the horizontal
direction, the grid needs to be built only in the first wave-
length.

In order to consider the finite radius of the particles r,
we impose a minimum separation between the particles and
the channel wall. In our simulation, this separation takes
the value r/L = 1/160 = 6.25 × 10−3, which is the ratio
corresponding to a 0.5µm particle in a channel of wave-
length L = 80µm. We assume a non-elastic hard-wall
interaction, which means that when a particle reaches the
bottom wall, its vertical velocity becomes zero and it does
not penetrate the wall. However, the horizontal motion re-
mains unaffected, allowing the particle to move tangentially
along the wall. The particle continues this tangential dis-
placement until the vertical component of the electric field
changes sign, at which point the vertical velocity acquires
an upward component and the particle detaches from the
wall.

III. RESULTS

The analysis of the trajectories reveals the existence of
different types of motion. For a given mobility value (see
Fig. 3), different initial conditions can evolve into com-
pletely unrelated trajectories, and similarly for given initial
conditions, trajectories can behave strongly differently de-
pending on their mobility.

We calculate trajectories for 300 different values of ini-
tial height y0 in the range 6.25 × 10−3 ≤ y0 ≤ 0.5 and
for 300 different values of the initial phase ϕ0 in the range
0 ≤ ϕ0 < 2π. The initial conditions for the integration of
the equations of motion are the given by

x

(
t =

ϕ0
2π

)
= 0, (8)

y

(
t =

ϕ0
2π

)
= y0. (9)

The motion is calculated for 40 wave periods. If for some
given initial condition the particle does not exit the first
wavelength , the output is set to yout = 0, ϕout = 0,
allowing a clear distinction with particles that exit the
channel within the simulation time.

From the trajectories data, we can build the transfer
function. This function takes the height and wave phase
value of a particle at the start of the channel as input and

a)

b)

Figure 2: Height transfer function (a) and phase transfer
function (b) of a particle with mobility R=1.885, where
two separate regions are clearly distinguished. It should be
noted that the top most part appears dark since the velocity
of that particles is too low to reach the end of the channel in
the running time of the simulation.

Figure 3: Trajectories for particles of mobility R=1.885
starting at x = 0, ϕ0 = 0 for different y0 values. The
difference between trajectories in the top and bottom part
are clearly seen. The duration of the simulation is the same
for all trajectories.

outputs the height and phase value after the particle travels
a wavelength.

Different mobility values result in different transfer
functions, but some qualitative characteristics are shared
between all functions. Every transfer function can be di-
vided into two regions: a bottom region, where particles
mostly exit the channel at height close to the electrodes;
and a top region, where particles exit the channel at heights
similar to its initial value. The difference is more clearly
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seen in the height output of the transfer function in contrast
to the phase output, but identical patterns can be seen in
both.

In theory, interpolation of a fine enough grid should give
a good approximation of the transfer function, but we see
that the sensitivity to initial conditions of the function, as
seen in Fig. 2 makes this approach invalid for some regions.

These quick changes in the values of the transfer func-
tion for different initial conditions are probably a reflection
of the chaotic behavior of the particles that start close to the
electrodes.

a)

b)

c)

Figure 4: Transfer function (a), (b) and velocity in a chan-
nel wavelength (c) of a particle with mobility R=0.578, ob-
tained from trajectories with a maximum duration of 80
wave periods. The value of the velocity is obtained as the
inverse of the time a particle need to exit a channel wave-
length. The bottom part of the diagram presents lower ve-
locity values, with some regions that efectively trap parti-
cles

Examples of trajectories used to calculate the transfer
function can be seen in Fig. 3. Trajectories in the top part
are well behaved, which translates into a smooth transfer
function. Meanwhile, the trajectory shown near the elec-

trodes is chaotic, leading to abrupt changes in the corre-
sponding region of the transfer function.

The velocity of the particles in the top region depends
directly on the initial height and phase values, decaying ex-
ponentially with increasing initial height. In contrast, parti-
cles with medium-high mobilities in the bottom region end
up with the same average velocity after a few wave periods
for any initial conditions. However, for low mobilities, the
bottom region may exhibit a different behavior.

The transfer function for sufficiently low mobility val-
ues also reveals certain trapping regions, as seen in Fig. 4.
Although it cannot be ensured that particles in those regions
would not exit the channel after a long enough time, its
horizontal motion is much slower than that of particles in
other regions of the diagram. However, the zero velocity
plateau seen in Fig. 5, longer simulations up to 350 wave
periods seem to indicate that some particles, those of mo-
bility R < 0.61, will not exit the first wavelength after any
amount of time.

Figure 5: Average velocity of particles with different mo-
bilities starting at x = 0, y = 6.25 × 10−3, ϕ0 = 0. For
low mobilities,R < 0.61, the average velocity goes to zero,
which means the particle is trapped in the first wavelength.

IV. CONCLUSION

We have simulated the trajectories of microparticles
subjected to traveling-wave electric fields generated by mi-
croelectrode arrays. The resulting trajectories fall into
two distinct categories depending on the initial distance of
the particles from the electrode array. Particles initially
close to the array exhibit complex, often chaotic trajecto-
ries with identifiable accumulation points. In contrast, par-
ticles starting farther away follow smoother and more reg-
ular paths. These findings are particularly relevant for ap-
plications of TWE, such as particle fractionation based on
electrophoretic mobility.

REFERENCES

[1] Ramos et al. Journal of Applied Physics 97, 084906,
2005

CONTENTS 73: Traveling-Wave Electrophoresis Of Micro-Particles

233



[2] J. R. Melcher, E. P. Warren, and R. H. Kotwal.Particles
Science and Technology, vol 7, pp 1-21, 1989.

[3] Boyd F. Edwards. Physical Review E, 80, 036205, 2009

CONTENTS 73: Traveling-Wave Electrophoresis Of Micro-Particles

234



 

 

I.  INTRODUCTION 
 

Electrostatic precipitators (ESPs) have been extensively 
used for purifying air in houses and road tunnels, or 
emission gas from power plants, etc. Their power 
consumption affects CO2 emission and fossil-fuel 
consumption, so the energy saving of ESPs becomes more 
important as its collection efficiency is improved. The 
energy consumption in an ESP is mainly due to corona 
discharge. 

Therefore, new control systems [1,2], a pulsed 
energization [3] and an optimum structure of precharger 
[4], etc. were investigated. Katatani et al. investigated the 
effect of induction charging on the collection efficiency 
and the state of collected particles [5, 6]. Their studies are 
very interesting in that no corona discharge is used for 
charging particles, while other researchers investigate the 
energy saving in an ESP using corona discharge. Okuda et 
al. reported that 75% to 88% of the particles suspended in 
the air were naturally charged in positive and negative 
polarity [7, 8].  

Thus, it was expected that airborne particles could be 
removed by a high electric field without corona discharge, 
and it was shown that the input power decreased to 1/40 
or less in comparison to that in a conventional ESP [9]. 
Furthermore, an experiment was carried out to clarify the 
effect of the ESP with a high electric field on the collection 
of diesel exhaust particles at a gas temperature of 130 oC. 
As a result, it was revealed that the ESP with a high 
electric field could collect diesel exhaust particles. In 
addition, it was indicated that the diesel exhaust particles 
contained both positively and negatively charged particles, 
so these could also be collected [10]. However, the 
collection efficiency was low, and it was required to 
increase the gas velocity. 

 In this study, experiments were carried out to achieve 
collection efficiency greater than 80% at a gas velocity of 

8 m/s in the ESP with a high electric field for diesel 
exhaust particles. The effects of the gas temperature, the 
electrode length, the electrode gap distance and the gas 
velocity were investigated. 

 
II. METHODOLOGY 

 
The schematic of the experimental system is shown in 

Fig 1. The experimental apparatus mainly consisted of a 
diesel engine (Denyo, DA-3100SS-IV, water-cooled 4-
cycle, 400 cc, 3 kW), a heat exchanger, and an ESP with a 
high-electric field. Residual fuel oil (ENEOS LSA fuel oil) 
was used for the diesel engine, and the load was set at 3 
kW (100%). The exhaust gas temperature was adjusted 
within the range of 30 to 130°C by the heat exchanger and 
then flowed into the ESP. The gas velocity was adjusted 
within a range of 1 m/s to 8 m/s by a separator. The ESP 
had a coaxial cylindrical structure with an inner columnar 
electrode for high voltage application and an outer 
cylindrical electrode for grounding. The gap length was 
set at 6.1 mm or 10 mm, and the electrode length was set 
at 470 mm or 2000 mm. By applying a negative DC high 
voltage of 19 kV to the inner columnar electrode for high 
voltage application, a high electric field was formed 
between the electrodes, and the naturally charged diesel 
exhaust particles were collected. To evaluate the 
performance of the ESP, the particle mass concentration at 
the upstream and downstream sides of the ESP were 
measured. A portion of the exhaust gas was sampled (10 
L/min, 15 min) on a filter (Tokyo Dylec in Japan, 
TX40HI20-WW) using a pump (Tokyo Dylec, NLY-60), 
and the particle mass was measured with an electronic 
balance (A&D, HR-202i) to calculate the mass 
concentration. The filter mass was measured after drying 
at 50°C for 2 hours. The collection efficiency η was 
calculated using equation (1). 
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𝜂	 = $1 −
𝑁
𝑁!
( × 100%																	(1) 

where, N₀ is the particle mass concentration [mg/m³] at the 
upstream side of the ESP or the downstream side when no 
voltage is applied, and N is the particle mass concentration 
[mg/m³] at the downstream side of the ESP. 

 
III. RESULTS 

 
A.  Effect of gas temperature 

 
The effect of gas temperature was investigated at the 

electrode length of 470 mm and the gap distance of 10 mm. 
The collection efficiency was calculated from the ratio of 
the particle mass concentrations at the downstream side of 
the ESP before and after voltage application. The 
collection efficiency as a function of applied voltage at a 
gas temperature of 130 oC and a gas velocity of 4 m/s is 
shown in Fig. 2. The collection efficiency was estimated 
by the particle mass concentration. The collection 
efficiency increased with increasing applied voltage, and 
reached 36% at 10.5 kV. Under any of the tested 
conditions, no discharge current was detected, which was 
less than the measurement limit of 0.01 mA. Therefore, it 
is clear that the ESP with a high electric field can remove 
diesel exhaust particles without power consumption. 
However, the efficiency was not sufficient, and the 
efficiency at a voltage of 12 kV was lower than that at 
10.5 kV due to a spark discharge. 
 The relationship between the spark voltage and the 
gas temperature was investigated to suppress the spark 
discharge and improve the collection efficiency. The result 
is shown in Fig. 3. The spark voltage increased as the gas 
temperature decreased. According to Paschen’s law as 
shown in equation (2) [11], the spark voltage increases, as 
the mean free pass decreases when the gas pressure 
increases. A decrease in gas temperature also decreases 
the mean free path, causing the spark voltage to increase, 
as in Fig. 3. Therefore, since the applied voltage can be 
increased at lower temperatures, it is expected that the 
collection efficiency improves: 

𝑉! =
𝐷𝑝𝑑

𝑙𝑛 𝐶𝑝𝑑
𝑙𝑛 )1 + 1

𝛾"
-

		     	(2) 

where Vs is the spark voltage, p is the gas pressure, d 
is the gap distance between electrodes, gi is the secondary 
electron emission, C and D are gas constants. 

The effect of the gas temperature on the collection 
efficiency is shown in Fig. 4. The maximum voltage that 
could be applied was 10.5 kV at the temperature of 130 °C. 
The collection efficiency at the gas temperature of 130 °C, 
the voltage of 10.5 kV and the gas velocity of 4 m/s was 
36%. When the temperature was cooled to 30 °C, the 
collection efficiency was 39 %, which was almost the 
same as that at 130 °C. This indicates that the temperature 
does not affect the collection efficiency. However, when 
the gas temperature decreased to 30 °C, the voltage could 
be increased to 19 kV. Under this condition, the collection 
efficiency was 58% due to the increase of the coulomb 
force. Furthermore, the collection efficiency of 82 % was 
achieved without energy consumption at a gas velocity of 

 

 
Fig.1 Schematic diagram of experimental system 
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Fig. 2 Collection efficiency as a function of applied DC 
voltage at a gas temperature of 130 oC and a gas 
velocity of 4 m/s. 

 
Fig. 3 Relationship between spark voltage and gas 
temperature. 

 
Fig. 4 Effect of gas temperature on collection 
efficiency. 
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1 m/s. This is due to the increased residence time of the 
charged particles within the ESP.  

The time characteristics of the collection efficiency 
under various conditions at the exhaust gas temperature of 
30°C are shown in Fig 5. The initial collection efficiency 
at the applied voltage of 19 kV and the gas velocity of 
1 m/s was approximately 82%, indicating a high value. 
Although the collection efficiency decreased over time, it 
remained at 77% after four hours. This decline is 
considered to be caused by the re-entrainment 
phenomenon; however, its impact is not significant. 
Similar tendencies were observed under other conditions. 
The initial collection efficiency at the applied voltage of 
19 kV and the gas velocity of 4 m/s was approximately 
53%, while it was approximately 35% at 10.5 kV and 4 
m/s. As the gas velocity increases, the residence time of 
suspended particles in the ESP decreases, and as the 
voltage decreases, the Coulomb force acting on the 
particles becomes smaller, resulting in the lower initial 
collection efficiency. 

 
B.  Prediction of collection efficiency under high gas 
velocity 

 
The collection efficiency was predicted using Deutsch 

equation shown in equation (3) to achieve a high 
efficiency of approximately 80% at a high gas velocity of 
8 m/s. Since it is known that a portion of suspended 
particles are naturally charged, it is assumed that 90 % of 
diesel exhaust particles are charged. Therefore, a 
coefficient r (0.9) is applied in the equation (3). 

 

𝜂 = r /1 − exp3
−𝑊"#𝐿
𝑉$𝐺

89																											(3) 

 
where Wth is the effective migration velocity [m/s], L is the 
electrode length [m], Vg is the gas velocity [m/s], and G is 
the electrode gap [m].  

To predict the collection efficiency using the Deutsch 
equation, the effective migration velocity Wth was 
determined from experimental data. From Fig 4, 
substituting L = 0.47 m (470 mm), Vg = 4 m/s, and G = 
0.01 m (10 mm) into equation (3) with η = 57% gives a 
value of Wth = 0.08539 m/s. By substituting this value back 
into equation (3), equation (4) is obtained to predict the 
collection efficiency for any L, Vg, and G. 
 

𝜂 = 0.9 /1 − exp3
−0.08539𝐿

𝑉$𝐺
89																				(4) 

The predicted collection efficiency using equation (4) 
is shown in Fig 6. For L = 470 mm and G = 10 mm, the 
collection efficiency is 57% at the gas velocity of 4 m/s 
and improves to approximately 80% at the gas velocity of 
1 m/s. The experimental result is 82%, which agrees well 
with the prediction.. Additionally, the collection 
efficiency decreases with increasing gas velocity, 
dropping to 36% at 8 m/s. Therefore, by setting G to 6 mm, 
the collection efficiency becomes 51% at 8 m/s, and by 
further setting L to 1000 mm, it is predicted to be 75%, and 
87% at 2000 mm, which nearly meets the target value. 

 
C. Collection efficiency at electrode length of 2000 mm 
  

Based on the predicted results in Fig 6, the electrode 
gap G was set to 6.1 mm and the electrode length L to 
2000 mm, and the collection efficiency as a function of gas 
velocity and elapsed time was investigated. The 
relationship between the collection efficiency and the gas 
velocity is shown in Fig 7. At all gas velocities, the 
collection efficiency ranged between 53% and 92%, 
achieving a high collection efficiency of 75% at a gas 
velocity of 10 m/s and an electrode length of 2000 mm 
without energy consumption.  

Fig. 8 shows the relationship between collection 
efficiency and elapsed time at a gas velocity of 10 m/s. 
The initial efficiency was 77%, and it remained stable for 

 
Fig.5 Relationship between collection efficiency and 
elapsed time. 

 
Fig.6 The predicted Collection Efficiencies using the 
Deutsch equation. 

 
Fig.7 Relationship between collection efficiency and 
gas velocity at electrode length of 2000 mm. 
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four hours. The average efficiency during this period was 
as high as 80%. 

 
 

IV. CONCLUSION 
 

In this study, experiments were carried out to improve 
the collection efficiency in the ESP with a high electric 
field for diesel exhaust particles. The effects of the gas 
temperature, the electrode length and the electrode gap 
distance on the collection efficiency were investigated. 
Results are follows: 
1) The collection efficiency initially increased with 

increasing applied voltage and then decreased due to 
spark discharge. 

2) The spark voltage increased with decreasing 
temperature of the diesel exhaust gas. 

3) The collection efficiency increased with decreasing 
gas temperature, since the applied voltage could be 
increased. The mass collection efficiency achieved 
82% without energy consumption at a gas velocity of 
1 m/s, a gas temperature of 30 oC,  an electrode length 
of 470 mm and an electrode gap distance of 10 mm. 

4) The collection efficiency of 75% at a high gas velocity 
of 10 m/s was achieved without energy consumption 
at an electrode length of 2000 mm, an electrode gap 
distance of 6.1 mm and a gas temperature of 30 oC 
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Fig.8 Relationship between collection efficiency and 
elapsed time at gas velocity of 10 m/s. 
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I.  INTRODUCTION 
 

Multiphase electrohydrodynamics (MEHD) refers to 

the study area under which any interaction of two or more 

fluids occurs under the effect of an electric field. It has 

remained an area of interest for a long time [1], [2], [3], 

[4], resulting in multiple practical applications, such as 

anti-corrosion effects[5], heat transfer mechanisms[6], 

microfluidics[7], self-coating characteristics[8], lab-on-a-

chip electronics, etc. MEHD flow involves a highly 

complex interplay of electrostatic, interfacial and fluid 

dynamic forces. Due to the complications present, such as 

the charge movement in the fluids and the coupling of 

various physical parameters, the numerical analysis and 

simulation of hydrodynamic flows is a time-consuming 

and imprecise task.  

One application of MEHD flow is the behaviour of a 

water droplet on a hydrophobic surface, while under the 

influence of an electric field. A variation of this, without 

the electric field, has been studied extensively [9], [10], 

[11], but there is a dearth of research in contemporary 

literature regarding this specific setup, except [12], [13]. 

Specific practical applications of such research are well 

known, and this addition to known numerical 

investigations should prove to be fertile ground for further 

research.  

There are two main concerns during the analysis of 

this problem: the first is the problem of front-capturing, 

i.e., how accurately the various fluids involved are 

resolved, and the second is the calculation of the contact 

angle between the drop and the surface. For the first 

concern, the VoF method is chosen as the most 

appropriate. VoF is implemented based on the Continuum 

Surface Force (CSF) model, integrating both Weighted 

Arithmetic Mean (WAM) and Weighted Harmonic Mean 

(WHM) for calculation of properties at the interface. The 

control volume will be assumed to be a common fluid, 

with the physical fluids being denoted using a phase 

indicator function (ϕ). The second concern involves the 

calculation of the contact angle between the drop and the 

surface, whose accuracy is crucial for capturing the overall 

behaviour of the drop. Kistler’s dynamic contact angle 

model has been chosen as the best fit for this simulation, 

providing the best payoff between accuracy and 

complexity [14].  

Thus, the present work is an attempt to show how the 

motion of a water drop falling on a hydrophobic surface 

under the effects of an electric field, specifically after it 

has made contact with the surface, is analogous to the 

movement of the block in a damped spring mass system, 

with the inertia being provided by the mass of the drop 

itself, spring force coming from a combination of surface 

tension and electric force and the damping being done by 

the viscous force.  

The analysis will be carried out using the in-house 

solver interEHDFoam. The height and spread of the 

droplet have been recorded and plotted in all the 

simulations carried out, and a general equation similar to 

the equation describing the motion of the mass in the 

damped spring mass system but based on the variables in 

the simulation’s parametric space (Electric Bond Number 

(Boe), Equilibrium Contact Angle (θe) and Ohnesorge 

Number (Oh)). 
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Abstract- Multiphase Electrohydrodynamics refers to the interaction between two or more immiscible fluids 

under the action of an electric field. The study of multiphase electrohydrodynamics has applications in 

microfluidics, biomedical operations, adjustable lenses, microsensors and micro actuators, self-cleaning surfaces, 

digital displays, lab-on-a-chip devices, etc. The wetting phenomenon is how a liquid behaves after it comes into 

contact with any solid surface. It is usually quantized by the equilibrium contact angle between the liquids and the 

surface (θe). This phenomenon can be tweaked in many ways, such as by inducing ultrasonic vibrations on the 

surface, adding surfactants or contaminating the liquid. This paper considers the effects of an external electric 

field as a tweaking agent.  

The simulations have been set up to test for three parametric details: Initial velocity for the values 0.25 m/s 

and 0.35 m/s; Electric Bond number (Boe) for the values 0.00, 0.05, 0.10, 0.15, 0.20, and 0.25; contact angle for the 

values 110°, 130° and150°. The objective of this study is to understand the effects of the various physical 

parameters, denoted by the non-dimensional numbers (Re, Wb, Boe) and surface contact angle, on the drop 

dynamics, specifically the spreading ratio. The results have been validated by comparing them against the 

experimental data obtained by N. Patil (2016). After careful observation and comparisons of available and 

computed data, a strong direct correlation between an increase in the applied electric field and an increase in the 

spreading ratio can be shown. 
 

Keywords- Multiphase Electrohydrodynamics, OpenFOAM, Wetting Phenomenon, Contact Angle Dynamics. 
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SUBSCRIPT 

1 Fluid 1 

2 Fluid 2 

m Mean Value 

 

NOMENCLATURE 

Boe Electric bond number - 

Bog Gravitational bond number - 

E Electric field V/m 

FES Volumetric Electric Force - 

FST Surface tension force - 

g Acceleration due to gravity m/s2 

Te Electrical Stress Tensor - 

ε Electrical Permittivity s4A2/kgm3 

Θ Electric Potential V 

μ Dynamic viscosity  Ns/m2 

ρ Density  kg/m3 

ρe Volumetric Charge density C/m3 

σ Electrical Conductivity s3A2/kgm3 

τ Non-dimensional Time - 

lc Non-dimensional Length - 

ui Initial Drop Velcoity m/s 

uc Non-Dimensional Velocity  

m Mass kg 

c Damping Factor Kg/s 

k Spring Factor N/m 

 

II. METHODOLOGY 

 

A. Physical Description and Simulation Setup 

The physical geometry involves a water droplet with 

a diameter of D0 falling onto a hydrophobic surface 

through air with velocity V0, as shown in Fig. 1. The water 

droplet’s initial position will be of initial contact. The 

electric field is created by two electrodes, one present at 

the top and the hydrophobic surface acting as the second. 

The calculations will be focused on tracking the height of 

the water droplet on the axis (Haxis) and its spread on the 

surface (Rsurface). Water (fluid 1) is treated as the reference 

fluid and non-dimensionalising is done by choosing D0 as 

characteristic length (lc)and V0 as characteristic velocity 

(uc). The characteristic time (τ) thus becomes D0/V0 

For the non-dimensional computational study of this 

problem, a 2D axisymmetric computational domain (of 

size 3D0 × 3D0) is chosen and the boundary conditions are 

set as seen in Fig. 1. The interface as seen in the image is 

defined by the CLSVOF (Combined Level Set Volume of 

Fluid) method as represented by ϕ, where ϕ = 0 for air, ϕ 

= 1 for water and 0 < ϕ < 1 being the interface. The top 

and right walls have been given Far-Field and Outflow 

boundary conditions to show their spread in the axial and 

radial directions; the left wall is given axisymmetric 

boundary conditions due to the cylindrical nature of the 

problem. Furthermore, for the bottom wall, Kistler’s 

contact angle model has been implemented, which will 

decide the drop dynamic based on the inputted equilibrium 

contact angle (θ0) and the calculated contact line velocity 

(UCL). 

 

 
Table 1: Physical properties of fluids involved 

 

Properties Fluid 1 (Air) Fluid 2 (Water) 

Density (ρ) 1.186 kg/m3 998 kg/m3 

Kinematic 

Viscosity (ν) 
1.526x10-5 m2/s 1x10-6 m2/s 

Permittivity (Ɛ) 8.85x10-12 F/m 7.08x10-10 F/m 

Conductivity (σ) 5.49x10-12 S/m 5.49x10-6 S/m 

Surface Tension 

(γ) 
0.072 N/m 

 

The solution algorithm was kept as MULES. MULES 

means Multi-Dimensional Filter for Explicit Solution, is a 

very crucial in maintaining the boundedness of scalar 

fields, in particular for phases of phase fractions in 

multiphase domain. We have used Semi-Implicit MULES, 

which eliminates the need for strict CFL number and 

substantially small time-steps. 

This makes sure that an abrupt change in contact angle 

does not cause unbounded alpha (phase fraction) values 

and keeps it bounded, preserving the phase interface 

across sharp curvatures. 

To deal with the spurious velocities generated due to 

artificial compression, nAlphaSmoothCurvature has also 

been used, this substantially decreases the unphysical 

velocities around the droplet. 

 

B. Mathematical Formulation 

The phenomenon under consideration encompasses 

multiphase flow dynamics with electric potential. Pre-

existing equations present under the interFoam solver are 

used with an added term (Volumetric Electric Force), 

which is used to simulate  

multiphase electrohydrodynamics. 

 

Mass - Mass-Conservation Equation: 

I

R

∂(RU)

∂R
+
∂V

∂Z
= 0                                                        (eq. 1) 

Momentum-Conservation equation 

 

ρm  (
∂U

∂τ
+ U

∂U

∂R
+ V

∂U

∂Z
 ) =  −

∂P

∂R
+

Ohμm  [
1

R

∂

∂R
 (R

∂U

∂R
 ) +

∂2U

∂Z2
] +  Bog𝐠 ∙ 𝐫 +  κ∇ϕ ∙ 𝐫 +

 Boe𝐅𝐄𝐒 ∙ 𝐫  
              (eq. 2) 

 

ρm  (
∂V

∂τ
+ U

∂V

∂R
+ V

∂V

∂Z
 ) =  −

∂P

∂Z
+ Ohμm  [

1

R

∂

∂R
 (R

∂V

∂R
 ) +

∂2V

∂Z2
] +  Bog𝐠 ∙ 𝐳 +  κ∇ϕ ∙ 𝐳 + Boe𝐅𝐄𝐒 ∙ 𝐳  

                           (eq. 3) 
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The non-dimensional volumetric electric force can be 

calculated using Maxwell’s Electric Tensor, defined as 

𝐅𝐄𝐒 = 

{
 
 

 
 

∇ ∙ 𝐓e

 ∇ ∙ [εm (𝐄𝐄 −
1

2
𝐄𝟐𝐈)]

 −
1

2
𝐄 ∙ 𝐄∇εm + ρe𝐄 + ∇ (

1

2
𝐄 ∙ 𝐄

∂εm
∂ρ

ρ)

 

                                                                       (eq. 4)[12] 

 

The characteristic scale was decided as follows, and then 

the non-dimensionalisation was done accordingly 

Velocity Scale (uc) = √
𝛾

𝜌1𝐷
 

Length Scale (lc) = D (Drop Diameter = 1.7 mm) 

Time Scale (τ) = 
𝑙𝑐

𝑢𝑐
 

As the solver chosen is a CLSVOF solver, the properties 

for the interface and fluids throughout the domain are 

defined as follows. 

 

𝜌𝑚 =  𝜙𝜌1 + (1 −  𝜙)𝜌2 

 

𝜇𝑚 =  𝜙𝜇1 + (1 −  𝜙)𝜇2 

 

𝜀𝑚 =
𝜀1𝜀2

𝜀2 +  (𝜀1 −  𝜀2)𝐻(ψ)
 

 

𝜎𝑚 =
𝜎1𝜎2

𝜎2 +  (𝜎1 − 𝜎2)𝐻(ψ)
 

 

where, 

 

H(ψ) {

0
1

2

1

[1 +
ψ

𝜀
+

1

𝜋
sin (

𝜋ψ

𝜀
)] ,         if |ψ| ≤  𝜀 

 

 

 

Table 2: Parametric space of the experiment 

 

Parameter Value 

Initial Velocity (ui) (m/s) 0.25 0.35 

Electric Field (Θe) (kV) 2.5 3.5 4.3 5 5.6 

Equi. Contact Angle (θe) 

(°) 
110 130 150 

 

 

III. RESULTS 

    First, the setup and solvers were validated using the 

experimental and numerical data described in [15]. Then, 

a general formula representing the family of curves was 

obtained to represent the height signal obtained from the 

simulations run. 

  

A.  Validation 

As can be seen from Fig. 2, the best results were 

achieved at a mesh size of 400 x 400, with an approximate 

maximum error of 10%. All further simulations were 

carried out with mesh size 400 x 400  

 

 

B.  Mathematical Derivations 

 

In the beginning, the basic equation describing the 

motion of a damped spring mass system was taken, and 

from it, an analogous equation used to describe our system 

was derived.  

That equation was further used, in conjunction with 

logarithmic decrement, to extract the damping parameters 

(natural frequency (𝝎𝒏), damped frequency (𝝎𝒅) and 

damping coefficient (𝜻)) of each curve.  

The equation 𝑚�̈� + 𝑐�̇� + 𝑘𝑥 = 0 was converted to 

𝑀�̈� +  𝐶�̇� +  𝐾𝑋 = 0 using analogous relationships 

(Cumulative interfacial force for Spring force; Viscosity 

for Damping) and dimensional scaling 

 

M = 
𝑚

𝜌𝑙𝐶
3;   �̈� = 

�̈�𝑙𝐶

𝑢𝐶
2  

 

𝐶  = 
Oh𝑐

𝜇𝑙𝑐
                                                             �̇� = 

�̇�

𝑢𝑐
 

 

𝐾 = 
[1 −𝐵𝑜𝑒]𝑘

𝛾𝑐
                                                       X  = 

𝑥

𝑙𝑐
 

where, 

𝑝 = 𝑝0 + 𝛾𝑐  [16] 

𝛾𝑐 = 𝛾 − 𝜀1𝐸∞
2 𝑙𝑐  

𝛾𝑐 = 𝛾 − 𝜀𝜀0𝐸∞
2 𝑙𝑐   

 𝛾𝑐 = 𝛾 [1 −
𝜀𝜀0𝐸∞

2 𝑙𝑐

𝛾
] 

𝛾𝑐 (Cumulative Interfacial Forces) =  𝛾 [1 - 𝐵𝑜𝑒] 

 

C.  Quantitative Comparisons 

Fig. 3 shows the relevant physical characteristics 

being studied. The left side illustrates how the electric 

field (streamlines) behaves around the drop, as well as 

how the charge (contour) accumulates at the surface.  

 On the right side, the movement of the drop can be 

seen through the velocity streamlines as well as the 

pressure contour 

if ψ < −𝜀 

if ψ > 𝜀 

 
Fig. 2. Comparison of numerical vs experimental results 
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The graphs of how the maximum height reached by a 

drop is affected if the electrical field is changed, while 

keeping everything else the same, also provide a lot of 

information regarding the drop behaviour 

At a glance, the nature of these graphs is very similar 

to a damped curve. Some noteworthy observations are 

 

1. Boe is directly proportional to the strength of the 

electric field 

2. Larger amplitudes mean more energy and less 

spread 

3. Longer wavelengths mean less damping and a 

longer hysteresis period 

4. Bubbles with higher Boe have higher energy 

(larger amplitudes) and lower damping (longer 

wavelengths) 

 

       Similarly, analysing the oscillation factors of the 

droplets provides interesting data. It can be observed that 

the frequency has a general decreasing trend as the 

strength of the electric field increases, with the exception 

at Boe = 0.1.  

 
Fig. 3. Falling droplet 

 
a. 

 
b. 

Fig. 4. Height vs. Time 

a. ui = 0.25 m/s and θe = 110° 

b. ui = 0.35 m/s and θe = 130° 

 
a. 

b. 

 
c. 

Fig. 5. Natural (Blue) and Damped (Orange) frequencies vs. Boe 

a. ui = 0.25 m/s, θe = 110° 

b. ui = 0.25 m/s, θe = 130° 

c. ui = 0.25 m/s, θe = 150° 
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      This behaviour is more pronounced for stronger 

electric fields and higher equilibrium angles. The overall 

frequency also decreases as the equilibrium angle 

increases, indicating a rise in damping. 

 

V. CONCLUSION 
 

The following conclusions can be drawn. 

1. Introduction of an electric field creates a damping 

effect on the drop 

2. This effect is also observed at higher equilibrium 

angles.  

3. An electric field keeps the drop from bouncing 

due to the attraction between the drop and the 

bottom electrode 

4. Introduction of a DC electric field will cause the 

drop to stick to the surface, but reduce the area of 

spread. 

 

Further work can be carried out for studying 

effects of AC field and son on. 
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I. INTRODUCTION

Room temperature ionic liquids (RTILs) are a kind
of room temperature molten salt completely composed of
ions [1]. With the advantages of high conductivity,
nonvolatile, chemical stability, wide electrochemical
windows, etc., RTILs have been applied in fuel cells [2],
supercapacitors [3], electrospray thrusters [4], etc. In
particular, the formation of the electrical double layer in
supercapacitors and the ion emission processes in
electrospray thrusters are characterized by the presence
of a strong electric field. However, the precise
mechanisms of how the strong electric field influences
the physical properties of RTILs remain inadequately
understood. Using the molecular dynamics simulation,
several studies have found that the transport properties
(such as the diffusivity, mobility, conductivity, etc.) of
the RTILs change non-linearly with the strong electric
field (107~109 V/m) [5-7]. And Nernst-Einstein equation
is claimed to break down for the single ion species
(cation or anion) and the entire system due to the strong
ion-ion interaction [6]. To better understand these
abnormal phenomena, the concept of ‘cage’ is utilized.
The ions are confined by the surrounding counter-ions
that act as a cage [8]. Then the nonlinear increase of
diffusivity and mobility, and the faster diffusion along
the direction of the electric field were reported to be
caused by the expansion and anisotropic deformation of
the ion cage under a strong electric field [6-7]. However,
the reason for the increased diffusion perpendicular to the
electric field is still unclear, and the ion cage model is
insufficient to quantify the effect of the electric field on
the diffusion.

Recently, a two-state model has been proposed in
which ions can reside either in a bound state or a free
state, with interstate exchanges occurring between the

two. In this model, only the free ions weakly interacting
with the surrounding ions contribute to the conductivity,
thus the Nernst-Einstein equation remains valid.
Moreover, the diffusivity and conductivity obtained from
the model as a function of temperature were consistent
with the experimental results [9]. Although the two-state
model appears promising, its applicability under strong
electric fields remains uncertain. Furthermore, the high
free ion ratios (~15%) predicted by the model contradict
the strong underscreening observed in RTILs [10] and
the low effective free-ion concentration (~0.003%)
revealed by the equilibrium force-distance measurements
[11]. In this paper, molecular dynamics simulation was
utilized to investigate how the electric field affects the
transport properties of 1-butyl-3-
methylimidazoliumbis(trifluoromethylsulfonyl)imide
([BMIM][TFSI]). The ion current and the ion self-
diffusivity were obtained with varying electric fields. The
conductivity was subsequently derived using two
methods and compared.

II. METHODOLOGY

Fig. 1 shows the schematic diagram of the simulation
setting. The simulation domain is a 4 nm cube with
periodic boundaries in three directions, and a uniform
and static electric field was applied along the Z direction
with a constant temperature of 300 K. The initial position
of 128 pairs of [BMIM][TFSI] was generated by the
PACKMOL package [12]. The classical open-source MD
code LAMMPS [13] with GPU acceleration package [14]
was utilized to perform the simulation. To make the
transportation properties of the ionic liquid more accurate,
the reduced charge all-atom model was adopted, and the
parameters were obtained from the optimized potential
for liquid simulations all-atom (OPLS-AA) model

Molecular dynamics simulation on electrical conduction of room temperature
ionic liquids under strong electric field
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Abstract- Molecular dynamics simulations of room temperature ionic liquids 1-butyl-3-
methylimidazoliumbis(trifluoromethylsulfonyl)imide with varying electric field have been done with the reduced
all-atom model. As the electric field ranges from 0 V/nm to 1.8 V/nm, the ion current shows a linear (0-0.3 V/nm)
and non-linear region (0.3-1.8 V/nm). The ion self-diffusivity barely changed in the linear region whereas
increased drastically in the non-linear region. In addition, it was found that the ion current and ion self-
diffusivity of the anion is smaller, which is due to the longer chain structure induced stronger interaction with
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developed by Doherty B et al. [15]. The OPLS-AA
model evaluates the system energy as the sum of the
individual energies for each molecule (Eq. (1)), Coulomb
and 12-6 Lennard-Jones (L-J) terms for the non-bonded
interactions (Eq. (2)). The individual energies include the
harmonic bond stretching term, angle bending term, and
a cosine series for torsional energy term. In Eq. 1, kb and
kθ are the force constants for

Fig. 1. The cubic simulation domain with periodic boundaries
in three directions and the applied electric field in the Z
direction.
thebond and angle energy. r0 and θ0 are the equilibrium
bond and angle values. V1,i, V2,i, V3,i, V4,i, are the four
Fourier coefficients. In Eq. 2, q is the partial atomic
charge, ε0 is the vacuum dielectric constant, σ and ε
are the Lennard-Jones radii and well-depths respectively.
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The simulation domain was first heated to room
temperature 300 K using the Nose-Hoover thermostat for
400 ps. The simulation domain was then equilibrated for
10 ns in the isothermal-isobaric (N-P-T) ensemble to
maintain a constant pressure of 1 atmosphere and a
constant temperature of 300 K. Another 10 ns in the
canonical ensemble (N-V-T) was run to further relax the
system. Finally, a production run with a uniform electric
field applied in the N-V-T ensemble was carried out for
trajectory analysis. The time-step was 2 fs for the
equilibrium runs and 1 fs for the production runs. The
cutoff value for L-J interactions and the Coulomb
interactions was 12 Å and 20 Å respectively. The
Coulomb potential of the system was calculated using the

particle-particle particle-mesh solver [16].

III. RESULTS & DISCUSSION

Electric fields ranging from 0 V/nm to 1.8 V/nm
were applied to the simulation domain. As the electric
field was applied, the cations and anions started to drift
in the opposite directions along the Z axis and generated
a current in the same direction. The current obtained was
averaged over all time steps. Fig. 2 shows the total
current, cation current, anion current, and their fit data
with varying electric fields. A linear region with an
electric field smaller than 0.3 V/nm was found. With
higher electric fields, the current increased non-linearly.
It was also found that a 3rd-order power function
perfectly fits all the current data, which has not been
reported previously. The current of the cations was
higher than that of the anions, which should be due to the
higher diffusivity of the cation shown in Fig. 3. In
addition, Fig. 2 shows that the difference between the
current of the cation and the anion increases largely with
the electric field.

Fig. 2. Total current, cation current and anion current in Z
direction with varying electric fields with their fitting data.

The self-diffusivity coefficient Di of ion type i
(cation or anion) can be obtained through the trajectories
of all ions using:

t

txtx
D

ii

ti 2

)()(
lim

22 



(3)

where <xi2(t)> is the mean-square displacement of all ion
types i and <xi(t)> is the drift displacement of all ion
types i due to the electric field [6]. In Fig. 3, the
diffusivity remains nearly constant with an electric field
smaller than 0.3 V/nm and increases non-linearly beyond
it. The smaller diffusivity of the anion is due to the fact
that the longer chain structure of the anions induces a
stronger interaction with more surrounding counter-ions,
and hence a higher viscosity drag [17]. However, in
comparison to the current, the smaller difference between
the cation and anion diffusivities suggests that additional
mechanisms may contribute to the cation current.
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Fig. 3. The cation diffusivity and anion diffusivity with varying
electric fields.

With the current I and the diffusivity Di obtained, the
conductivity can be derived from Ohm’s law (Eq. (4))
and the Nernst-Einstein equation (Eq. (5)):

SE
I

I  (4)


i

iii
B

EN Dqn
Tk
e 2
2

 (5)

where S is the cross-sectional area of the current, e is the
electric charge unit, kB is the Boltzmann constant, T is the
temperature, ni is the number density of ion type i, and qi
is the charge of ion type i. The conductivities calculated
using the two methods are plotted in Fig. 4. Within the
linear region (E < 0.3 V/nm), the results are close to each
other. However, significant deviations are observed in
the non-linear region (E ≥ 0.3 V/nm). This discrepancy is
probably due to the fact that the number density ni used in
the calculation included all ions, while, according to the
two-state model, only free ions contribute to the
conductivity. Also, the self-diffusivity coefficient should
be calculated for the free ions and the bound ions,
respectively. Nevertheless, the excellent fit observed in
Fig. 2 may indicate the existence of an alternative
underlying mechanism that governs the current increase
with electric field in the non-linear region, beyond the
conventional free/bound ion framework.

Fig. 4. Conductivity derived using Ohm’s law (symbol line)
and the Nernst-Einstein equation (dashed line).

V. CONCLUSIONS

In this paper, molecular dynamics simulation was
utilized to investigate how a strong electric field

influences the transportation properties of
[BMIM][TFSI]. Applying electric fields ranging from
0~1.8 V/nm revealed two distinct regions: a linear region
(0~0.3 V/nm) where the current increased linearly, and a
non-linear region (0.3 V/nm~1.8 V/nm) where the
current increased non-linearly, closely fitting a 3rd-order
power function. The ion self-diffusivity barely changed
in the linear region and increased drastically in the non-
linear region. The ion current and ion self-diffusivity of
the anion were both smaller because of the longer chain
structure that induces stronger interaction with the
surrounding counter-ions. To better understand the
discrepancy in the conductivities obtained from the two
methods, the two-state model should be employed to
determine the free ions in RTILs under varying electric
fields.
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I. INTRODUCTION 
 

Argon and helium plasma jets are widely studied for 

their applications in medicine, biology, and chemistry. 

However, because of the small contact area between the 

plasma and the liquid and the very slow diffusion of 

reactive species throughout the liquid, only a limited 

amount of these species can deeply penetrate the liquid 

and reach deeper layers. However, a few previous studies 

have highlighted that the plasma jet results in a flow inside 

the liquid due to several forces, and that this flow can help 

chemical species to penetrate the liquid more effectively, 

as convection is much faster than diffusion. 

In the present ISEHD 2025, our research team 

presents three articles on the flow induced by cold plasmas 

in contact with a liquid [1, 2]. A detailed introduction and 

bibliography are presented in [1], so there is no point in 

repeating it here.  

In the present article, we present the results obtained 

with a helium plasma jet in contact with water, as 

illustrated by Figure 1. First, we will briefly characterize 

the electrical properties of the plasma jet. Secondly, we 

will analyse the flow induced by the plasma jet inside the 

liquid, with the help of particle image velocimetry (PIV). 

 

  

 

Figure 1. Pictures and schematic of the helium plasma jet in 

contact with a water surface. 
 

II. METHODOLOGY 
 

The plasma jet used in our experiments is based on a 

dielectric barrier discharge plasma jet, as illustrated in 

Figure 2. The dielectric barrier consists of a glass tube with 

inner and outer diameters of 4 mm and 6 mm, respectively. 

A tungsten welding rod of 1 mm in diameter is used for 

the high-voltage electrode. It is inserted into the glass tube, 

leaving a 1 mm gap between the rod and the copper tape 

wrapped around the outside of the dielectric. The end of 

the rod has been machined to have a pointed tip, with a 

radius of curvature of the order of 100 µm. The copper 

tape is 10 mm wide and serves as the ground electrode. 

The distance between the exit of the plasma jet and the 

water surface is maintained at 10 mm. Helium 5.0 gas 

(purity ≥ 99.999 %) is supplied from a bottle and the flow 

rate is measured using a ball float flow meter (FL-2514-

V). The flow rate ranges from 3.4 l.min-1 (gas velocity 

equal to 7.1 m.s-1 at the exit of glass tube) to 7.6 l.min-1 

(15.9 m.s- 1). 

A high-voltage sinusoidal wave is applied to the 

welding rod. This waveform is produced by a function 

generator connected to a high-voltage amplifier (TREK, 

±30 kV, 40 mA). The frequencies of the sine wave range 

from 2 kHz to 12 kHz. The voltage is measured using the 

voltage monitor on the amplifier. Initially, the signal from 

this monitor was compared to measurements taken with a 

high-voltage probe (Tektronix P6015A), and both signals 

were similar (not shown here for conciseness). A shunt 

resistor between the grounded copper tape and earth is 

used to measure the discharge current. The voltage and 

current are recorded with an oscilloscope (HDO 6054, 

12bit, 500MHz, 2.5GS/s) and a numerical low pass filter 

(-3 dB at 800 kHz) is applied. 

Particle image velocimetry (PIV) measurements have 

been conducted to characterize the liquid flow induced by 

the plasma jet. For that, the PIV system uses a laser-

illuminated vertical plane (Terra PIV dual oscillator, 

527 nm, Nd:YLF) within the liquid phase. Image pairs are 

taken with a high-speed camera (Phantom VEO 4K 990L, 

4096 x 2304 pixels, Nikon AF Micro-Nikkor 200 mm, 

f/4D IF - ED). Each pair is taken with a frequency of 

101 Hz, with a shorter time interval between each image 

in a pair. The field of view initially covered all the liquid 

phase, but the bottom half was excluded for conciseness 

(see the FOV in Figure 1). The liquid in an optical glass 

cuvette (30x30x30 mm3) is seeded with polyamide tracer 

particles. These particles have a median diameter of 5 μm 
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and are doped with sulforhodamine B. Davis software 

(version 10.2.1.90495) is used for all of the PIV 

calculations. The final interrogation window is set to a 

32x32 pixel zone with a 50 % overlap. The mean velocity 

fields arere computed with 1000 images pairs. In all the 

experiments, we used deionized water with an electrical 

conductivity around 2 µS/cm. We can then consider that 

the liquid behaves like an insulating one. 

 

 

Figure 2. Experimental setup. 

 

III. RESULTS 
 

A. Electrical results 

During our electrical studies, we looked at the 

influence of the voltage amplitude, its frequency and the 

helium flow rate, without the presence of water in front of 

the plasma jet. Figure  shows an example of the discharge 

current for three different frequencies of the applied 

sinusoidal voltage (2, 7 and 12 kHz). The voltage 

amplitude is adjusted at 3.2 kV but as the frequency is 

increased, the measured voltage decreases, due to the slew 

rate of the TREK amplifier that is limited to 500 V/µs. 

Consequently, the voltage delivered by the TREK 

amplifier and applied between the tungsten welding rod 

and the grounded electrode equals 3 kV at 7 kHz and 

2.4 kV at 12 kHz. The current is a half-phase ahead of the 

voltage wave, characteristic of capacitively coupled 

plasma devices, such as dielectric barrier discharges. At 

2 kHz, during the rising edge of the voltage, four current 

pulses with amplitudes between 1.0 mA and 1.6 mA 

occur. As the voltage frequency increases, the number of 

current pulses decreases while their amplitude increases. 

At 12 kHz, only two pulses are present with amplitudes 

between 2.2 mA and 5 mA. The transition from four 

current peaks to three happens between 4 kHz and 5 kHz 

and from three to two peaks between 7 kHz and 8 kHz. In 

[2], the authors assumed that these current spikes were due 

to an ionizing wave (“plasma bullet”) exiting the reactor. 

On the one hand, that means that the plasma jet would be 

due to a phenomenon that looks like a streamer. On the 

other hand, the characteristics of the current pulses 

observed in Figure 3 are very different from those of a 

breakdown streamer observed in the case of DC positive 

corona discharges, as their width is of several 

microseconds. Finally, note the electrical power 

consumption is low; it increases linearly from 0.1 W at 2 

kHz up to 0.35 W et 12 kHz. 

 

B. Instantaneous PIV results 

Figure 4 shows four instantaneous velocity fields from 

when the high voltage is applied (T0) until about 

3 seconds after ignition (T0 + 3010 ms). The voltage 

amplitude equals 3 kV, the frequency is 7 kHz, the helium 

flow rate is 3.4 l.min-1, and the gap between the end of the 

tube and the liquid is 10 mm. The velocity magnitude is 

represented by the background color (between 0 and 

6 cm.s-1), and the arrows show the direction of the flow. 

The water depth is shown along the vertical axis, where 

y = 0 mm represents the bottom of the container. 

However, only the top half from 10 mm upwards is shown. 

Along the horizontal axis is the width of the container, 

where x = 0 mm represents its center as well as the point 

of impact of the plasma jet. 

We can see that at T0 the helium gas impacting the 

water surface is enough to induce a small flow of up to 

2.5 cm.s-1. Indeed, the gas velocity at the exit of the glass 

tube equals 7.1 m.s-1. This inducs a water flows 

tangentially to the surface from the point of impact of the 

jet outwards towards the edges of the container. This 

displacement causes a suction effect and then a weak 

upward flow with a velocity of around 1 cm.s-1. Between 

T0 and T0+9.9 ms, the plasma jet is on; we can see that 

there is a localized increase of the velocity close to the 

Figure 3. DBD current waveforms for a sinusoidal wave of amplitude 3.2 kV at 2, 7 and 12 kHz. (In ambient air with no obstacles) 
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surface at x = 0 mm, reaching 1.5 cm.s-1. Meanwhile, the 

velocity of the flow tangential to the surface has not 

increased significantly. At T0+188 ms, the velocity 

tangential to the surface has increased to 4 cm.s-1, and two 

counter-rotating vortices have begun to form with a radius 

of about 1 mm.  Finally, at T0+3010 ms, the flow has fully 

developed and is confined by the walls of the container. 

The flow tangential to the surface reaches 5 cm.s-1, the 

upwards flow underneath the point of impact of the jet 

reaches 2.5 cm.s-1 and the vortices have a radius of about 

3 mm. 

 

 

Figure 4. Instantaneous velocity fields of the flow generated in 

the liquid by the plasma jet for 3 kV, 7 kHz and 3.4 l.min-1. 

 

C. Effect of frequency on the induced flow 

To investigate the effect of the discharge frequency on 

the induced liquid flow, the voltage between both 

electrodes equals 3 kV, the flow rate of helium is 

3.4 l.min-1 and the gap is still 10 mm. The frequency varies 

from 4 kHz to 10 kHz. An optimal frequency with the 

strongest induced flow was found at 7 kHz. The resulting 

velocity field averaged over a 10-second period is shown 

in Figure 5. As with the instantaneous velocity fields of 

Figure 4, we can see two counter-rotating vortices on both 

sides of the location where the plasma jet impacts the 

water surface. 

To highlight the influence of the voltage frequency, 

Figure 6 shows the velocity magnitude plotted along a 

vertical line in the center (x = 0 mm) of the container, as 

illustrated by the red dot line in Figure 5. In the absence of 

discharge (there is only the helium jet without discharge, 

black curve), the maximum velocity reaches about 

0.9 cm/s-1. When the high voltage is applied, the presence 

of the plasma jet results in a strong increase in the water 

velocity. At 6 kHz, the maximum velocity reaches 

1.8 cm.s-1. Increasing the frequency to 7 kHz, the flow 

reaches a maximum velocity of 2.5 cm.s-1 before dropping 

to 2.1 cm.s-1 for 8 kHz. This behavior will be discussed 

later in this article. 
 

 

Figure 5. Averaged velocity field of the flow for 3.2 kV, 7 kHz, 

3.4 l.min-1 and a gap of 10 mm. 

 

Figure 6. Velocity profile along a vertical line in the center of the 

velocity field (x = 0 mm), for 3 kV, 7 kHz, 3.4 l.min-1, and a gap 

of 10 mm. 

 

C. Effect of the gas flow rate 

Finally, we looked at the effect of the helium flow rate 

on the induced liquid flow. Figure 7 shows the velocity 

fields averaged over 10 seconds for three flow rate values, 

3.4 l.min-1, 5.4 l.min-1 and 7.6 l.min-1. The discharge 

voltage is 3 kV, and the frequency is 7 kHz. We can see 

that when the flow rate of helium is increased, the flow 

induced inside the liquid is also increased. This is to be 

expected as the shear force due to the helium gas on the 

water surface increases with the velocity of the helium 

flowing along the water surface. 

Finally, Figure 8 presents the velocity magnitude of 

the liquid flow along a vertical line in the center of the 

field (x = 0 mm), as in Figure 6. In this Figure, the dotted 

curves represent the water velocity when there is only the 

helium flow (without plasma jet), and the solid curves 

show the velocity when the plasma jet is present. We can 
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see that the effect of the plasma jet is decreased as the gas 

flow rate increases. Indeed, at 3.4 l.min-1, the maximum 

velocity (measured at y ≈ 20 mm) increases from about 0.9 

cm.s-1 up to 2.2 cm.s-1 (red curves). At 7.4 l.min-1 (blue 

curves), the plasma has a weak effect at the water surface, 

but it has a greater effect deeper in the water, resulting in 

a velocity increase from 0.6 cm.s-1 to 0.8 cm.s-1 at 10 mm 

from the bottom of the cuvette. 
 

 

Figure 7. Averaged velocity field of the flow for different helium 

flow rates (3 kV, 7 kHz, gap of 10 mm). 

 

V. DISCUSSION AND CONCLUSION 

 

A PIV system has been used to study the flow induced 

by the plasma jet in a liquid. The velocity fields reveal a 

flow characterized by a suction in front of the plasma jet, 

resulting in an upward flow and two counter-rotating 

vortices. 

As indicated in the introduction of this article, the 

liquid flow induced by electrical discharges can result 

from different physical phenomena, such as the shear 

stress caused by the helium flow along the water surface, 

electrohydrodynamic (EHD) forces due to the motion of 

electrical charges, thermal convection, and surface tension 

gradients (Marangoni effect). In our case, we can assume 

that the liquid flow is only due to the two first phenomena. 

In the absence of electrical discharge, Figure 4 at T0 

has showed that the helium flow alone could result in a 

flow inside the liquid, due to shear stress at the gas-liquid 

interface. This has been confirmed by Figure 8, which 

highlights that the velocity of the liquid flow increases 

with the helium flow rate, i.e. the helium velocity at the 

gas-liquid interface. 

In the presence of the plasma jet, two types of EHD 

force can be at the origin of the improvement of the liquid 

flow, these two forces being due to the deposition of 

electrical charges at the surface of the liquid, where the 

plasma jet impacts the liquid. First, the horizontal flow 

observed at the interface (in the x direction) may result 

from the repulsion of charge carriers at the surface. Indeed, 

if the charges accumulate in front of the plasma jet, they 

repel each other and therefore move from the point of 

impact of the plasma jet (x = 0) toward the edges of the 

cuvette. This leads to two opposite forces, from x = 0 

toward the cuvette edges. Secondly, the upward flow is 

certainly due to the migration of opposite charges from the 

bulk of the liquid toward the location where the plasma jet 

impacts the water. For instance, when positive charges are 

deposited by the plasma jet, negative charges are created 

inside the liquid. Then, they drift toward the surface due 

to the electric field, resulting in an upward flow. 

Finally, the reason for the optimal frequency of 7 kHz 

(see Figure 6) is unclear. However, it could be because 

from a threshold frequency (between 7 and 8 kHz in our 

case), the positive and negative charges deposited at the 

water surface by the plasma jet begin to neutralize from 

one voltage half-period to the next. 
 

 

Figure 8. Velocity profile along a vertical line at x = 0 for 3 kV, 

7 kHz, with and without the presence of plasma. 
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I.  INTRODUCTION 
 

Plasma treatment is essentially a surface process that 

occurs at the plasma–liquid interface. Due to the limited 

contact area between the plasma and the liquid, as well as 

the very slow diffusive transport of reactive species within 

the liquid volume, the amount of reactive species 

effectively transferred to a substrate in solution remains 

limited. This phenomenon becomes particularly restrictive 

as the volume of the liquid to be treated increases [1]. 

Various strategies have been explored to optimize the 

transfer of reactive species. Among them, the use of falling 

film plasma reactors or the application of multiple 

electrical discharges in contact with thin layers of water 

help increase the contact surface-to-volume ratio [2–4]. 

However, these approaches are naturally limited in terms 

of flow rate and the volume of liquid that can be treated. 

Recently, several reports have highlighted the 

importance of plasma-induced liquid flow in the transport 

of reactive species towards target molecules dissolved in 

the water. Two main flows have been observed in the 

liquid: (1) a flow moving away from the plasma impact 

point [5], and the formation of vortices with velocities 

reaching up to several centimeters per second, depending 

on the type of the discharge [6].  

To date, the mechanism behind the flow generation 

and its driving force are not clearly understood. Four main 

mechanisms are commonly identified as potential 

contributors to the flow: (1) electrohydrodynamic (EHD) 

forces, (2) shear stress induced by the gas flow, (3) thermal 

convection, and (4) surface tension gradients (Marangoni 

effect). 

In the study conducted by Dickenson et al. [7], a two-

dimensional numerical model, validated experimentally, 

was developed to identify the dominant mechanism in the 

case of two liquids with different conductivities: deionized 

water with a conductivity of 2 μS/cm and tap water with a 

conductivity of 300 μS/cm. Their results show that electric 

stresses at the interface are the dominant mechanism for 

the flow of a dielectric liquid, while flow induced by EHD 

forces in the gas phase dominates in the case of a 

conductive liquid.  

Stancampiano et al. [6] studied a pulsed-voltage 

helium-based plasma jet and found that no well-defined 

flow appeared with the helium jet alone, regardless of the 

gas flow rate tested. In contrast, an upward vortex flow 

developed when the plasma was activated. The flow 

showed no polarity dependence. The hypothesis that this 

flow was driven by a temperature gradient was excluded 

following thermal mapping of the liquid surface using an 

infrared camera. The hypotheses proposed by the authors 

to explain this phenomenon include the modification of 

the gas flow through the introduction of tangential velocity 

components caused by the plasma (swirl), as well as EHD 

effects. In contrast to Stancampiano's assumptions, Yang 

et al. [8] suggest that the upward flow results from local 

evaporation of the liquid, while the vortices are formed 

due to viscous stress. 

Marangoni stresses are another possible origin of the 

observed flow. These stresses are induced by surface 

tension gradients, leading to flow from regions of low 

surface tension toward those of high surface tension. 

When a surfactant is added, a Marangoni flow occurs due 

to the modification or removal of the surfactant by plasma-

induced chemical reactions. This phenomenon has been 

extensively studied by Kawasaki’s research group. In one 

of their studies [9], PIV measurements were performed on 

a surfactant solution (lauryl betaine). The frequency was 

gradually increased from 1 to 12 kHz, with a settling time 

of 20 s for each frequency value. At low frequencies, the 

flow is directed downward along the discharge axis, with 
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no vortex structure. However, around 5 kHz, the flow 

direction reverses upward, accompanied by the formation 

of two counter-rotating vortices.  

Despite these recent insights, the respective 

contributions of the different mechanisms remain very 

difficult to determine. Understanding how these forces 

govern the topology and intensity of the flow is essential 

to improve the transport efficiency of reactive species. 

EHD forces are increasingly recognized as key 

contributors to the generation of plasma-induced liquid 

flow, especially in weakly conductive solutions. In this 

context, the present study aims to investigate in detail the 

plasma-induced flow dynamics in water under an AC 

glow-like Dielectric Barrier Discharge (DBD). Using the 

Particle Image Velocimetry (PIV) technique, we 

characterize the spatio-temporal evolution of the flow 

under various discharge frequencies and liquid 

conductivities. Particular attention is given to identifying 

the dominant flow structures and trying to link them to 

EHD effects. 

 

II. METHODOLOGY 

 

In our experimental setup (Fig. 1), the plasma 

discharge is ignited at the tip of a tungsten needle with a 

curvature radius of 100 µm. The needle is placed above an 

optical glass tank, filled with 20 mL of the liquid to be 

treated. The distance between the tip and the liquid surface 

(the electrode gap) is kept constant at 2 mm. The tank is 

placed symmetrically on a piece of copper tape                   

(90 × 50 mm2), which serves as the grounded electrode. 

The needle is connected to a high voltage amplifier (Trek, 

20 kV, 20 mA), which amplifies a low sinusoidal voltage 

produced by a function generator. The voltage between the 

needle and ground (discharge voltage) is measured with a 

high voltage probe (Tektronix P6015A, 20 kV, 75 MHz). 

Note that this voltage is the sum of the voltages across the 

electrode gap, the liquid phase and the dielectric (the 

reactor bottom). The current is obtained by measuring the 

voltage across a shunt resistor. All signals are recorded 

with a digital oscilloscope (HDO6054, 500 MHz, 5 GS/s).  

PIV measurements were conducted during the 

discharge process to obtain the velocity vector fields in the 

liquid. Several parameters were varied, mainly the 

discharge frequency (from 0.05 to 4 kHz) and the initial 

liquid conductivity (from 2 to 800 µS/cm). For this 

purpose, 5-µm polyamide particles doped with rhodamine 

B were used as tracers. A 32-mJ pulsed Nd:YAG laser, 

operating at 532 nm with a pulse duration of 7 ns, was 

employed to create two successive laser sheets with an 

adjustable time delay. Concurrently, a high-resolution 

camera (Imager pro X 4M, 2048 × 2048 pixels) was 

utilized to record a single laser pulse in each frame. For 

each test case, the image pairs of the plasma-induced 

liquid flow were captured over a duration of 5 min at a 

frequency of 7 Hz, resulting in 2100 images per test.  The 

2D velocity vector field for each pair of camera frames 

was then computed through a cross-correlation procedure.  

 

 

 

III. RESULTS AND DISCUSSION 
 

A.  Mean velocity field 

 

Fig. 2 shows a typical time-averaged velocity field 

obtained after 5 minutes of treatment in the case of pure 

water (initial conductivity = 2 µS/cm), with a discharge 

frequency of 2 kHz and an applied voltage amplitude of       

8 kV. The origin of the coordinate system is located at the 

intersection between the liquid surface and the vertical 

axis of the needle. The background color represents the 

mean velocity magnitude, while the arrows indicate its 

average direction. The flow field is symmetrical with 

respect to the discharge axis and can be divided into two 

main parts: on one hand, an upward suction along the 

discharge axis, and on the other, the formation of two 

symmetrical counter-rotating vortices on either side of this 

axis. The upward flow associated with the suction 

accelerates as it approaches the interface, reaching a 

maximum velocity of approximately 50 mm/s. The two 

vortices have a toroidal 3D structure, characterized by a 

circular cross-section where the velocity increases radially 

from the vortex center. The vortex centers are located at    

Y = -4 mm and X = ±11 mm, giving the vortices an outer 

radius of approximately 4 mm. 

 

 

Fig.1. Experimental setup. 

Fig. 2. Flow topology induced by the plasma in pure water, with 

a discharge frequency of 2 kHz, an applied voltage amplitude of 

8 kV and an electrode gap of 2 mm. 
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B.  Effect of discharge frequency 

 

To examine the effect of frequency, Fig. 3 shows the 

vertical velocity profiles Vy along the vertical discharge 

axis (X = 0 mm), extracted from time-averaged velocity 

fields in pure water. The discharge frequency was varied 

between 0.05 and 4 kHz, while the voltage amplitude was 

kept at 8 kV for all cases. When the electrical frequency 

changes, we observe that the maximum velocity at the 

interface does not vary significantly. However, between     

-5 and -20 mm in depth, the differences become more 

pronounced and noticeable. There is a significant increase 

in flow velocity between 0.05 and 0.5 kHz, followed by a 

decrease beyond 0.5 kHz. 

To better understand the effect of frequency and 

clarify why an optimal frequency appears to be around    

0.5 kHz, we now examine the time evolution of the 

velocity at a specific point located at X = 0 and                         

Y = -1 mm, as shown in Fig. 4. It should be noted that 

instantaneous velocities at the measurement point were 

considered only after 70 s of plasma treatment to avoid 

erroneous vectors caused by strong interface disturbances 

and the formation of a cavity deeper than 1 mm beneath 

the plasma during the initial phase. We observe that at 0.05 

and 0.25 kHz, the velocity remains relatively stable at 

approximately 20 and 40 mm/s, respectively. In contrast, 

at higher frequencies, the velocity initially ranges between 

40 and 50 mm/s at the onset of the discharge but gradually 

decreases over time, reaching values between 20 and         

30 mm/s by the end of treatment. According to the results 

on temporal evolution, an earlier and more pronounced 

deceleration phase at higher frequencies appears to be the 

main reason behind the optimal frequency observed at      

0.5 kHz.  

These findings suggest that changes in liquid 

properties over time significantly affect both the achieved 

flow velocities and the overall flow characteristics. In fact, 

as the frequency increases, the electrical power, the heat 

power dissipated and the liquid conductivity increase 

(Table 1). If the liquid flow is driven by the thermal 

convection, we would expect the flow velocity to increase 

with frequency, which is not the case.  

Let us now look to the liquid conductivity (Table 1). 

For frequencies where the velocity remains relatively 

stable over time (0.05 and 0.25 kHz), the final 

conductivity stays below 10 µS/cm, indicating that the 

liquid properties remain close to those of pure water. In 

contrast, for frequencies between 0.5 and 4 kHz, where 

strong velocity variations are observed over time, the 

conductivity increases significantly, reaching up to         

160 µS/cm at 4 kHz. 

Table 1: Evolution of electrical power, heat power dissipated 

and final liquid conductivity with discharge frequency. 

 

C.  Effect of initial liquid conductivity 

 

To go a step further, liquids with different initial 

conductivities were subjected to 5 minutes of plasma 

treatment under identical discharge conditions (2 kHz 

frequency, 2 mm gap, and 8 kV voltage amplitude). The 

variation in initial conductivity was achieved by adding 

potassium chloride (KCl) at different concentrations.     

Fig. 5 shows the mean profile of Vy (vertical component 

of the velocity) along the discharge axis (X = 0 mm), 

highlighting a reduction in the maximum velocity from    

43 mm/s to 24 mm/s (approximately half) as the initial 

conductivity increases from 14 to 787 µS/cm. At                 

14 µS/cm, the upward flow along the discharge axis 

extends to the bottom of the cuvette, whereas at 52 µS/cm, 

Frequency 

(kHz) 

Pelec 

(W) 

Pheat 

(W) 

σinitial 

(µS/cm) 

 

σfinal 

(µS/cm) 

 

0.05 0.4 0.0 2 5.2 

0.25 0.5 0.1 2 7.4 

0.5 0.7 0.2 2 15.6 

1 1.7 0.6 2 54.6 

2 2.8 0.9 2 86 

4 4.6 1.4 2 161 

Fig. 3. Time-averaged velocity profiles in pure water along the 

discharge axis (X = 0 mm), under a discharge voltage amplitude 

of 8 kV, an electrode gap of 2 mm, and a discharge frequency 

ranging from 0.05 to 4 kHz. 

Fig. 4. Temporal evolution of the velocity in pure water at the 

point (0, -1 mm), under a discharge voltage amplitude of 8 kV, 

an electrode gap of 2 mm, and a discharge frequency ranging 

from 0.05 to 4 kHz. 
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Vy drops to zero by Y = -17 mm. For initial conductivities 

of 199 and 787 µS/cm, Vy nearly vanishes by Y = -10 mm. 

These results highlight the key role of EHD 

phenomena in the establishment of the flow. With a non-

conductive solution, charges tend to accumulate at the 

interface, which strengthens the electric field and 

enhances the volumetric EHD force, leading to stronger 

suction of the liquid along the vertical discharge axis. In 

addition, charge repulsion at the interface drives the 

horizontal interfacial flow and also causes disturbances, 

which are more prominent in low-conductivity solutions.  

 

IV. CONCLUSION 

 

The flow induced by a sinusoidal AC DBD in a liquid 

was investigated using the PIV technique. The velocity 

fields reveal a flow characterized by a central suction and 

the formation of two symmetric, counter-rotating vortices. 

These structures are strongly influenced by various 

parameters related to the plasma and the liquid. This paper 

focuses primarily on the effect of two key parameters: the 

discharge frequency and the liquid conductivity. In all 

cases, the discharge operates in the glow regime, with an 

applied voltage of 8 kV and a 2 mm gap between the 

electrode tip and the liquid surface. 

The analysis of flow velocities in pure water at 

different discharge frequencies reveals the existence of an 

optimal frequency around 0.5 kHz. This value represents 

a compromise between the electrical power injected into 

the liquid and the dissipation of electric charges due to the 

progressive increase in liquid conductivity versus time. 

This phenomenon becomes more significant as the 

frequency increases, as illustrated by the measurements of 

instantaneous velocities of the flow. Indeed, for 

frequencies equal to or below 0.5 kHz, the relative 

variation in conductivity over time remains limited, 

resulting in relatively stable flow velocities. In contrast, 

when the frequency becomes too high and conductivity 

evolves significantly over time, the flow velocities 

decrease markedly. 

These observations support the hypothesis that EHD 

forces play a significant role in the establishment of the 

flow. Specifically, the horizontal flow observed at the 

interface may result from the repulsion of charge carriers 

at the surface, while the central suction is likely driven by 

the migration of opposite charge carriers from the bulk of 

the liquid toward the plasma-liquid interaction zone. 
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Fig. 5. Time-averaged velocity profiles in KCl solutions along 

the discharge axis (X = 0 mm), under a discharge voltage 

amplitude of 8 kV, a discharge frequency of 2 kHz, and an 

electrode gap of 2 mm. 
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Abstract- We investigated the electrohydrodynamic (EHD) force generation characteristics of corona discharges occurring
between a plate electrode and a needle electrode with a dielectric barrier. Plasma and fluid simulations were performed to
investigate the plasma distribution, EHD force, and flow field formed in pulsed streamer corona discharges that occur when
a steep voltage is applied. We also compared the experiment and simulation. Focusing on a typical case in which a streamer
discharge occurs, we clarified that when the streamer reaches the dielectric, a strong EHD force is generated at the head of the
streamer due to the high charge density and steep potential gradient formed near the dielectric surface. This phenomenon is
attributed to the formation of a sheath between the plasma and the solid wall.

Keywords- EHD force, corona discharge, streamer discharge.

I. INTRODUCTION

Corona discharge is the phenomenon that occurs be-
tween electrodes with significantly different radii of cur-
vature. Electrohydrodynamic (EHD) force, generated in
corona discharges under atmospheric pressure, has long at-
tracted attention and has been actively studied. The princi-
ple of EHD force generation is illustrated in Fig. 1. Plasma
particles generated by the discharge are accelerated by the
electric field and transfer momentum through collisions
with neutral particles in the surrounding air, resulting in a
flow called ionic wind. The EHD force corresponds to the
sum of all the Coulomb forces acting on the ions.

The phenomenon in which this force induces a fluid
jet is referred to as the EHD effect. To realize engineer-
ing applications utilizing this effect, improving the thrust-
to-power ratio remains a major challenge [1]. In corona
discharges, the flow is typically induced from the electrode
with a smaller radius of curvature toward the one with a
larger radius, as depicted in Fig. 1.

Reference[2] demonstrated that in a repetitive break-
down and streamer discharge mode, the ionic wind is pulsed
at the same frequency that the breakdown streamer one,
highlighting the key role of streamers in the EHD force.
This type of discharge occurs when a high positive volt-
age is applied between the electrodes and differs signifi-
cantly from glow discharges or Trichel pulses, which oc-
cur under lower voltage or negative polarity conditions, re-
spectively. The jets induced by streamer discharges are

Figure 1: EHD Force Generation of Corona Discharge

markedly stronger compared to those caused by glow dis-
charges or Trichel pulses [2].

While streamers in corona discharge contribute to EHD
force generation, streamers in surface dielectric barrier dis-
charges have been reported to have minimal contribution
in [2]. Thus, the characteristics of EHD force generation
associated with streamer discharges remain not fully under-
stood.

If the mechanism by which streamers induce a pulsed
ionic wind can be clarified, it may offer valuable insights to-
ward enhancing the performance of corona-discharge-based
EHD actuators.

In this study, we aim to enhance the generation of EHD
force in corona discharges by numerically investigating the
effect of applied voltage gradient on the characteristics of
EHD force generated by a single streamer in pulsed corona
discharges. We performed plasma and fluid simulations,
and the results are compared with experiment in terms of
current. Furthermore, the temporal evolution and spatial
distribution of the EHD force are analyzed in detail.

II. METHODOLOGY

We performed plasma simulation and fluid simulation
and the discharge characteristics, the EHD force generated
by the plasma, and the flow field created by it were inves-
tigated. Also, the validity of the simulation was verified by
comparing with the experimental results.

A. Plasma Simulation

The plasma was treated as an electromagnetic fluid,
and two-dimensional axisymmetric simulations were con-
ducted. The governing equations were the drift-diffusion
equations for electrons and ions and Poisson’s equation for
the electric potential. These equations were solved using
the finite volume method. Numerical fluxes were evalu-
ated using the Scharfetter–Gummel scheme, and time inte-
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Figure 2: Simulation setting

gration was carried out with the second-order Runge–Kutta
method.

The computational domain for the plasma simulation is
illustrated in Fig. 2. The electrode configuration consists of
a needle electrode and a flat plate electrode with a dielectric
layer mounted on its upper surface. Note that since we per-
formed axisymmetric simulation, the calculation space is
cylindrical. The mesh was designed with a minimum grid
spacing of ∆x = 3 µm in the x-direction and ∆z = 5 µm
in the z-direction.

Two types of grids were prepared. The first grid was
designed to reduce computational cost, with 200 grid points
in the x-direction and 520 in the z-direction. In this case,
uniform spacing is applied in the x-axis direction from the
cylinder axis at x=0mm to x=0.3mm, while grid stretching
is used in other areas. The second grid maintained the same
resolution in the x-direction (200 points) but increased the
number of grid points in the z-direction to 980, applying
uniform spacing between the electrodes.

A pulsed voltage was applied to the high-voltage needle
electrode according to (1).

V = Vp tanh(0.0305 t) (1)

Vp [V] represents the peak voltage and t [ns] represents
time. In the simulation, the rise time tr = 60 ns, and
calculations were carried out for conditions with Vp =
2-9 kV. The initial conditions assumed air at 1 atm and
300 K, with uniform charge densities of np = 107 m−3

for positive ions, nn = 107 m−3 for negative ions, and
ne = 107 m−3 for electrons. The EHD force is generated
as a result of Coulomb forces accelerating ions in the
plasma. The accelerated ions then transfer their momentum
to neutral particles in the surrounding air through collisions.

B. Fluid Simulation

To investigate the flow field induced by corona dis-
charge, two-dimensional axisymmetric simulations were
conducted using the SMAC (Simplified Marker and Cell)

method. The governing equations were the conti-
nuity equation and the two-dimensional incompressible
Navier–Stokes equations, with the EHD force obtained
from the plasma simulation introduced as a external force
term.

Fig. 2 shows computational domain. the region exclud-
ing the dielectric was used. The computational grid had 200
grid points in the x direction and 500 grid points in the z di-
rection, with equal spacing. The density of the fluid (air)
was set to ρ = 1.205 kg/m3 and the dynamic viscosity
was set to ν = 1.51210−5 m2/s. An embedded boundary
method was used for the treatment of grid conditions.

C. Experiment

As in the simulation, we performed experimental mea-
surements using a needle electrode and a plate electrode
with a dielectric on it. However, unlike the simulation, we
used a 0.35 mm thick kapton for the dielectric. The dis-
tance between the electrodes was 5 mm, the same as in the
simulation. Therefore, the distance from the tip of the nee-
dle electrode to the surface of the dielectric was 4.65 mm.
In these experiments, the slope of the voltage versus time
equals 6 ns/kV.

III. RESULTS AND DISCUSSIONS

A. Simulation results and comparison with experiments

Fig. 3 shows the simulation results of time history of
current and Fig. 4 shows the experiment results of time his-
tory of current. (t = 0 corresponds to the time at which the
voltage starts to be applied). Here, the current in the simula-
tion is the displacement current calculated from the the time
variation of the spatial electric field. This displacement cur-
rent contains components of capacitive current and plasma
current that flows toward the ground. As can be seen from
Fig. 4, a significantly higher current peak is observed for
Vp = 6–9 kV compared to Vp = 2–5 kV. At this time, it is
considered to be due to whether or not discharge is occur-
ring. From Fig. 3, for Vp = 6–9 kV, the currents observed
in the simulation exhibits the distinct peak. The current
peak become larger as Vp increases. Similarly, Fig. 4 shows
that the currents observed in the experiment also has the
peak under high voltage conditions. However, the magni-
tude of the current in the experiment is approximately fifty
times greater than that in the simulation. Although there are
quantitative differences between the experiment and simu-
lation, it is possible to qualitatively reproduce the plasma
phenomenon.

Next, Fig. 5 , 6 and 7 show the time history of the cur-
rent and space-integrated value of z-directional EHD force
at 3, 6 and 9 kV, respectively. Here, the EHD force in the
z-axis direction is the integral value over the entire space.
It is also important to note that the EHD force is negative,
as it is generated from the needle electrode toward the plate
electrode. From Fig. 5, Fig. 6 and Fig. 7, we can see that
the tendency is different in current and EHD force between
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Vp = 3kV and Vp = 6 and 9 kV. This difference results from
whether discharge occurs. As shown in Fig. 5 in the case of
Vp = 3 kV, there is almost no discharge and only capacitive
current flows. As shown in the figures 6 and 7, in the case
of Vp = 6 kV and 9 kV, a discharge current flows. Compar-
ing Fig. 6 and 7, it is found that as the voltage increases,
the timing at which the current reaches its maximum be-
come faster, but in both cases, the maximum EHD force is
reached at the time when the current is at its maximum.

B. Discussion

In order to analyze the EHD phenomena occurring in
pulsed discharges in detail, we focus on the model case of
Vp = 6 kV. From Fig. 6, the current and EHD force reach
their maximum values at t = 71.94 ns.

Fig. 8 and 9 show the distribution of positive ions, z-
directional EHD force and z-directional flow velocity at dif-
ferent times in the Vp = 6 kV case. Fig. 8 and 9 corre-
spond to t1 = 37.68 ns and t2 = 71.94 ns, respectively.
They show that a streamer discharge occurs, in which a
plasma column (streamer) propagates from the needle elec-
trode toward the plate electrode. t2 is the time when the
z-directional EHD force reaches its maximum value and
Fig. 9 shows that this time t2 corresponds also to the time
for which the streamer reaches the dielectric. This is due
to the fact that the main contributing component of the
EHD force generation is positive ions in positive corona
discharges. In addition, both figures show that the streamer
head with the larger EHD force has more plasma and charge
density is high. This indicates that a strong flow acceler-
ation is formed at the streamer head. Note that changes
in the flow field are limited, since the time scale is on
the order of 10−7 s and the fluid response is slower than
the discharge response. To investigate why the EHD force
is maximum when the streamer reaches the dielectric, we
dhow the distribution of the EHD force before and after the
reaching. Fig. 10 shows an enlarged view of the head of
the streamer before(t = 71.78 ns), at(t = 71.94 ns) and
after(t = 71.93 ns) it reaches the dielectric. Fig. 10 shows
that the region of strong EHD forces at the streamer head
spreads only at the moment when the streamer impacts the
dielectric surface. In order to analyze in detail, we focus on
the z-directional profile of charge density and electrical po-
tential near the dielectric surface. The EHD force is gener-

Figure 3: Total current (simulation).

Figure 4: Total current (experiment).

Figure 5: Current and EHD force in z direction (Vp = 3kV).

Figure 6: Current and EHD force in z direction (Vp = 6kV).

Figure 7: Current and EHD force in z direction (Vp = 9kV).

ated by the Coulomb force acting on the plasma. Therefore,
it is calculated from the charge density and the electric field
that is the gradient of the electric potential. Fig. 11 shows
the charge density and potential profiles before (blue line)
and after (green line) the time (red time) when the EHD
force reaches its maximum value.

Fig. 11a shows that the charge density at the streamer
head is small at t = 71.44 ns (blue line), but at t = 71.94
ns (red line), the streamer head reaches the dielectric sur-
face and the charge density becomes high. Fig. 11b also
shows that electric the potential at the streamer head ex-
hibits a steep spatial variation at t = 71.44 ns (blue line)
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Figure 8: Distribution of positive ion, EHD force and velocity in z
direction (t = 37.68 ns).

Figure 9: Distribution of positive ion, EHD force and velocity in z
direction (t = 71.94 ns).

and t = 75.00 ns (green line). In contrast at t = 71.94
ns (red line) when the streamer reaches the dielectric sur-
face, there is an even steeper potential gradient at the dielec-
tric surface. Furthermore, the potential inside the streamer
changes spatially gradually.

IV. CONCLUSION

A numerical analysis was performed on the EHD force
induced by a single streamer in a pulsed corona discharge
in a needle-to-plate corona configuration. A comparison of
the experiment and simulation revealed that the results were
qualitatively reproducible. As a simulation result, it was
found that a strong EHD force was generated by the sheath

(a) Before (b) At (c) After

Figure 10: Comparison of EHD force distribution before, at and
after the streamer reaches the dielectric.

(a) Charge density.

(b) Electrical potential.

Figure 11: One-dimensional profile along the axis below the nee-
dle electrode.

generated near the solid wall when the streamer reached the
dielectric. This phenomenon is considered to be the mech-
anism of the strong induced jet generation by the streamer.
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I.  INTRODUCTION 

 

Plasma in contact with liquid is widely investigated 

aiming for various applications, such as water purification 

[1], material synthesis [2], medical and agricultural 

applications [3, 4]. However, the mechanisms of such 

plasma applications have not been fully understood. To 

reveal their mechanisms, it is important to better 

understand plasma–liquid interactions, which are physical 

and chemical phenomena occurring at gas–liquid interface. 

In our previous study, we suggested a possibility that 

short-lived active species generated by plasma could react 

with solutes only at the topmost layer of the water surface 

[5]. We found that, when a DC argon plasma was 

irradiated to 2.1 M sodium halide (NaX (X=Cl, Br, or I) 

solutions, average production rates of bromine and iodine 

were 0.30 μM/s and 0.71 μM/s, respectively, which were 

500–1000 higher than that of chlorine. However, there is 

a paper reporting that chloride (Cl−), bromide (Br−), and 

iodide (I−) ions have similar reaction coefficients for OH 

radicals, which are 4.2×109 L/mol/s, 1.1×1010 L/mol/s, 

1.5×1010 L/mol/s, respectively [6]. To explain our 

experimental results, we suggested that the halide ion’s 

concentrations at the gas–liquid interface, which were 

generally different from those in bulk liquid, play an 

important role in the halogen generation. This suggestion 

is consistent with simulation results reported in papers, 

where the halide ion’s concentrations at the gas–liquid 

interface were higher in the order of I−, Br−, and Cl− [7, 8]. 

In this study, to explore the possibility suggested in 

our previous work, we investigated how halogen 

concentrations after plasma irradiation were changed 

depending on co-existing ions with the halide ions. This is 

because we expect that the co-existing ions can alter the 

concentrations of the halide ions at the topmost layer of 

the water surface, which probably changes the halogen 

concentrations generated by plasma in contact with liquid. 

In addition to the halogen concentrations, we also 

measured hydrogen peroxide (H2O2) concentrations to 

consider how OH radicals generated by plasma are 

consumed through plasma-induced chemical reactions.  

 

II. METHODOLOGY 

 

Fig. 2 shows an experimental setup of a plasma 

reactor. The reactor consisted of acrylic plates and a pipe, 

and its inner diameter and height were 40 mm and 30 mm, 

respectively. Solutions were prepared by dissolving 

chemicals into ultrapure water (Direct-Q UV3, Merck 

Millipore), and the solution’s volume was 20 mL. A high 

voltage (H.V.) electrode was a screw made of stainless 

steel (SUS304) and located approximately 2 mm above the 

solution’s surface. A grounded electrode, which was a 

platinum-coated titanium electrode, was partly immersed 

in the solution and connected to the ground through a 

current measurement resistor (1 kΩ). A voltage was 

applied to the H.V. electrode through a ballast resistor 

(1 MΩ) by using a H.V. power supply (HAR-50R6, 

Matsusada Precision), and then the plasma was generated 

between the H.V. electrode and the water surface. A 

regulated current and a plasma irradiation time were set to 

2 mA and 60 s, respectively, in every experiment. Argon 

gas was provided from a gas tank to the plasma reactor 

through a mass flow controller (model 3660, KOFLOC) 

with a flow rate of 200 mL/min.  A magnetic stirrer was 

used to mix the solution during the experiments. 
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Voltage and current waveforms were recorded with an 

oscilloscope (DHO924S, RIGOL). The voltage at the H.V. 

electrode was measured with a H.V. probe (HV-P30, 

Iwatsu), and a plasma current was calculated by dividing 

the voltage across the current measurement resistor by its 

resistance.  

Halogen concentrations in solution were measured by 

a DPD (N, N-diethyl-p-phenylenediamine) method. A 

chemical reagent including DPD was added to the solution, 

and then its absorbance was measured with a photometer 

(HI97101, HANNA Instruments). 

H2O2 concentrations in solution were measured by a 

method using a Ti-PAR solution [9–11]. This method has 

better sensitivity than a titanium sulfate method and 

enabled us to measure the H2O2 concentrations on the 

order of 1 μM [9]. In our experiments, a 0.2 mL Ti-PAR 

(0.3 mM) solution was mixed with a 1 mL solution sample, 

and the solution was stirred enough. Then, a 0.8 mL 

alkaline phosphate buffer (75 mM) with a pH of 11.5 was 

added to the solution. This solution was allowed to stand 

for 5 min at 45˚C, and, after cooling to room temperature, 

the absorbance at a wavelength of 508 nm was measured 

with an UV-Vis spectrometer (UV-2550, SHIMADZU). 

 

III. RESULTS AND DISCUSSION 
 

A.  Discharge characteristics of DC argon plasma  

 

Fig. 2 shows typical voltage and current waveforms 

when the DC argon plasma was irradiated to a 2.1 M 

sodium chloride (NaCl) solution. A voltage across the 

electrodes and a plasma current were approximately 400 

V and 2.0 mA on average, respectively. An average 

plasma power, which was calculated by multiplication of 

the average volage and current, was approximately 0.8 W. 

In the calculation of the plasma power, we assumed that 

the power consumption in the solution was negligible 

because its conductivity was high enough.  

Although the DC argon plasma was irradiated to 

various types of aqueous solutions in our experiments, it 

was considered that plasma characteristics were consistent 

irrespective of the types of the solutions. This is because 

the plasma current was regulated at 2 mA for every 

solution. In addition, the power consumption in the 

solution would be negligible because every solution used 

in our experiments had very high conductivity.  

 

B. Generation characteristics of Halogen and H2O2 for 

DC argon plasma irradiated to sodium halide solutions  

 

Fig. 3 shows halogen (chlorine, bromine, and iodine) 

and H2O2 concentrations after the DC argon plasma was 

irradiated to 2.1 M NaCl, NaBr, and NaI solutions, 

respectively, for 60 s. As shown in fig. 3(a), the halogen 

concentrations were higher in the order of the iodine, 

bromine, and chlorine. This tendency corresponds to the 

surface propensity of the halide ions for the gas–liquid 

interface as explained in the introduction section. On other 

hand, according to Fig. 3(b), the H2O2 concentrations were 

higher as the halogen concentrations became lower. This 

is probably because the more OH radicals react with the 

halide ions, the less OH radicals are used for their 

recombination reaction.  

Please note that, although the chlorine concentration 

was almost zero after the plasma irradiation, there is a 

possibility that some OH radicals reacted with Cl− ions. In 

our experiments, it is considered that the plasma 

characteristics are not changed depending on the types of 

the solution. Therefore, the H2O2 concentrations should be 

maximum and constant when the OH radicals do not react 

with solutes, which corresponds to the case of Na2SO4 

solution. As shown in fig. 3(b), after the argon plasma 

irradiation, the H2O2 concentration in the 2.1 M NaCl 

solution was lower than that in a 0.5 M Na2SO4 solution, 

which indicates that some OH radicals are used for 

chemical reactions related to Cl− ions. 

 

C. Influence of co-existing ions on generation 

characteristics of halogen and H2O2 

 

Fig. 4 shows halogen (chlorine and bromine) and 

H2O2 concentrations after the plasma irradiation for 60 s 

when the halide ions existed with sodium (Na+) or 

ammonium (NH4
+) ions. As shown in figs. 4(a) and 4(b), 

when the co-existing ions with the halide ions were 

changed from Na+ to NH4
+ ions, the halogen 

concentrations increased while the H2O2 concentrations 

decreased.  

 
Fig. 1 Experimental setup of a plasma reactor. 
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Fig. 2 Typical voltage and current waveforms when a DC argon 

plasma was irradiated to a 2.1 M sodium chloride (NaCl) solution. 
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Fig. 5 shows halogen (bromine and iodine) and H2O2 

concentrations after the plasma irradiation for 60 s when 

co-existing ions with the halide ions were perchlorate 

(ClO4
−) ions in addition to Na+ ions. From fig. 5(a), we 

observed that the halogen concentrations decreased with 

the increase in the sodium perchlorate (NaClO4) 

concentrations. Meanwhile, the H2O2 concentrations were 

almost the same or decreased a little when the NaClO4 

solution was added to the NaX solutions. 

One of the possible reasons for the above results is 

that the co-existing ions of NH4
+ and ClO4

− change the 

halide ion’s concentrations at the gas-liquid interface. 

According to the literature related to atmospheric and 

molecular chemistry, some chemical reactions primarily 

proceed at gas–interface rather than in bulk liquid, and the 

mechanisms of such reactions at gas–liquid interface can 

be different from those in bulk solution [12–14]. For 

example, I− ions could primarily react with ozone at gas–

interface of aerosols [12], and the reaction between them 

could generate surface-specific intermediates [13]. 

Furthermore, there is a paper reporting that ClO4
− ions 

exclude I− ions from the gas–liquid interface when these 

ions co-exist in solution [15]. Therefore, the 

concentrations of the halide ions at gas–liquid interface 

probably decrease when ClO4
− ions are added to the NaX 

solutions, which lead to the decrease in the halogen 

concentrations as shown in fig. 5(a). Due to the similar 

reason, the concentrations of the halide ions at gas–liquid 

interface probably increase when the NH4
+ ions co-exist 

with the halide ions, leading to the increase in the halogen 

concentrations as shown in fig. 4(a). 

We would like to note that it is difficult to remove the 

possibility that the co-existing ions of NH4
+ and ClO4

− are 

involved with oxidation reactions of the halide ions to the 

halogens. According to the literature, we found that NH4
+ 

ions are unlikely to react with OH radicals [16]. In addition, 

it is known that ClO4
− ions are not likely to react with OH 

radicals, either. However, there is a possibility that 

intermediates of the chemical reactions from halide ions to 

the halogens might react with the co-existing ions. 

Therefore, in addition to the influence of the co-existing 

ions on the surface concentrations of the halide ions, we 

need to take care of whether the co-existing ions react with 

the intermediates of the halogen generation or not.   

 

 

 
(a) Halogen (chlorin, bromine, and iodine) concentrations. 

 
(b) Hydrogen peroxide (H2O2) concentrations 

 
Fig. 3 Halogen and H2O2 concentrations after a DC argon plasma 

was irradiated to 2.1 M sodium halide (NaX (X=Cl, Br, or I)) 

solutions for 60 s. A H2O2 concentration in the case of 0.5 M 

Na2SO4 is also shown. 

 
(a) Halogen (chlorine and bromine) concentrations. 

 
(b) H2O2 concentrations 

 
Fig. 4 Halogen and H2O2 concentrations after the argon plasma 

irradiation for 60 s when halide ions existed with sodium (Na+) 

or ammonium (NH4
+) ions. 
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IV. CONCLUSION 
 

To explore a possibility that short-lived active species 

generated by plasma could react with solutes only at the 

topmost layer of the water surface, we investigated how 

halogen (chlorine, bromine, and iodine) and hydrogen 

peroxide (H2O2) concentrations after plasma irradiation 

are changed depending on co-existing ions. It was found 

that halogen concentrations increased after the argon 

plasma irradiation when co-existing ions were changed 

from sodium (Na+) to ammonium (NH4
+) ions. In addition, 

we observed that the halogen concentrations decreased 

when co-existing ions of perchlorate (ClO4
−) ions were 

added to sodium halide (NaX (X=Cl, Br, or I)) solutions. 

To explain these experimental results, we have proposed 

that the co-existing ions change the surface concentrations 

of the halide ions, which lead to the increase and decrease 

in the halogen and H2O2 concentrations. 
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(a) Halogen (bromine and iodine) concentrations. 

 
(b) H2O2 concentrations 

 
Fig. 5 Halogen and H2O2 concentrations after the argon plasma 

irradiation for 60 s when halide ions existed with perchlorate 

(ClO4
−) ions in addition to Na+ ions. 
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I.  INTRODUCTION 
 

One of the current challenges in the study of 

electrodynamic processes is the limited knowledge of the 

values of ion mobilities and their ratio for different ion 

species. Those values are essential for the development of 

electrohydrodynamic conduction pumping technologies 

[1]. 

A common approach for determining ion mobility in 

dielectric liquids involves time-of-flight measurements, in 

which ions traverse an interelectrode gap under the 

influence of an electric field [2], [3], [4]. However, this 

method requires a directed ion flux originating from one 

of the electrodes. Such a flux is typically generated either 

by electrochemical injection or by ionization of the 

medium under external irradiation. In both cases, the 

measured mobility corresponds to ions introduced by 

artificial means rather than those naturally present in the 

liquid. It is often assumed that ions accumulate at the 

electrode-liquid interface under the influence of an electric 

field and subsequently move toward the opposite electrode 

when the polarity is reversed. However, the formation and 

stability of such interfacial charge accumulations are not 

well understood. 

Some studies employ frequency domain spectroscopy 

to estimate ion mobilities [5], [6], [4]. The principle is 

based on the observation that, at a certain critical 

frequency f, ions are no longer able to reach the electrodes 

within half a voltage cycle, which manifests as a distinct 

feature in the spectral response. Nevertheless, this method 

faces difficulties in accurately determining the frequency 

f, and different authors propose different equations 

relating f to ion mobility. 

Ion mobility can also be estimated from the dynamic 

viscosity of the liquid using Walden’s rule [7]. However, 

this approach only provides an approximate value, as it 

requires prior knowledge of the equivalent hydrodynamic 

radius of the ion. 

In this work, we propose a novel method for 

determining ion mobility based on the analysis of current 

signals induced by an applied voltage. When current flows 

through the system, heterocharge layers form near the 

electrodes, in which charge transport is dominated by 

particles of opposite sign. This localized imbalance of 

charge carriers causes a noticeable drop in current, 

providing valuable insight into the mobility of the ions. 

Two electrode configurations are considered: the 

parallel plate and coaxial (wire–cylinder) ones. The 

parallel plate geometry is simpler and allows precise 

control of the interelectrode distance while also supporting 

higher currents due to a larger electrode area. However, its 

symmetry limits the measurement to an averaged mobility 

of positive and negative ions. In contrast, the wire–

cylinder geometry provides access to more selective 

information: variations in total conductivity are primarily 

governed by processes occurring near the wire electrode, 

where the stronger electric field induces thicker 

heterocharge layers, further amplified by the initially 

small cross-sectional area. By selecting the polarity of the 

wire electrode, it becomes possible to isolate the 

contribution of ions of a specific charge sign to the overall 

conductivity, thereby allowing differential mobility 

analysis. 

  

II. METHODOLOGY 

 

A.  Numerical Modeling 

 

To assess the feasibility of extracting ion mobilities 

from heterocharge‐layer formation, and to facilitate 

comparison with experimental data, we constructed a one-

dimensional numerical model using the finite-element 

method in COMSOL Multiphysics. 
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cylinder Electrode System Based on Current Characteristics 
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Abstract- A novel method for determining ion mobility in dielectric liquids is proposed that is based on the 

analysis of current signals under applied voltage. The approach relies on observing current decay caused by 

heterocharge layers forming near electrodes, where charge transport is dominated by ions of opposite polarity. 

Two electrode geometries are studied—planar and coaxial (wire-cylinder). While the planar configuration offers 

simplicity and higher currents, the coaxial setup enables selective measurement of ion mobilities depending on 

electrode polarity. A numerical model simulates the time evolution of ion depletion and current drop, 

demonstrating that ion mobility can be unambiguously extracted from the current shape in the coaxial system 

without ion injection. Preliminary experimental results for transformer oil validate the method’s potential as a 

tool for characterizing ion mobility in dielectric fluids. 
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The model couples electrostatics and ion transport by 

solving Gauss’s law (1) for the electric field and the 

Nernst–Planck equation (3) for conservation of positive 

and negative ions: 

∇ ∙ (𝜀𝜀0𝑬) = 𝐹𝑐𝑜𝑛𝑠𝑡(𝑐𝑝𝑜𝑠 − 𝑐𝑛𝑒𝑔) (1) 

𝐄 = −∇𝜑 (2) 
𝜕с𝑖

𝜕𝑡
+ ∇ ∙ (𝒋𝑐,𝑖) = 𝑊 − 𝐹𝑟𝑒𝑐  (3) 

𝒋𝒄,𝒊 = −𝐷𝑖∇𝑐𝑖 ± 𝑏𝑖𝑐𝑖𝑬 (4) 

 Here E is the electric field strength, φ is the electric 

potential, ε is the relative electric permittivity, ε0 is the 

vacuum permittivity, ci is the concentration of species i 

(pos = positive, neg = negative), jc,i is its flux, Di is the 

diffusion coefficient, bi is the ionic mobility, Fconst is the 

Faraday constant, W is the dissociation rate, Frec is the 

recombination rate. The charge numbers of ions are 

assumed to be +1 for positive and −1 for negative ions. 

The diffusion coefficient Di is linked to mobility bi via 

the Einstein relation: 

𝐷𝑖 =
𝑘𝐵𝑇

𝑒
𝑏𝑖  (5) 

where kB is the Boltzmann constant, T the absolute 

temperature and e is the elementary charge. 

 The equilibrium (initial) ion concentration c0 is 

determined from the low‐field conductivity σ0 of the liquid: 

𝑐0 =
𝜎0

𝐹𝑐𝑜𝑛𝑠𝑡(𝑏𝑝𝑜𝑠 +  𝑏𝑛𝑒𝑔)
 (6) 

 Recombination is described by a modified Langevin 

expression: 

𝐹𝑟𝑒𝑐 = 𝑘𝑟𝑒𝑐

(𝑏𝑝𝑜𝑠 + 𝑏𝑛𝑒𝑔)𝐹𝑐𝑜𝑛𝑠𝑡

𝜀𝜀0

𝑐𝑝𝑜𝑠𝑐𝑛𝑒𝑔 (7) 

where krec is the empirical correction factor introduced to 

better fit experimental behavior. 

 Dissociation is assumed to balance recombination at 

equilibrium: 

𝑊 = 𝑘𝑟𝑒𝑐

𝜎0
2 

𝐹𝑐𝑜𝑛𝑠𝑡𝜀𝜀0(𝑏𝑝𝑜𝑠 + 𝑏𝑛𝑒𝑔)
(8) 

 In this work, we introduce the notion of effective 

conductivity σeff, which is calculated from the measured 

current I, applied voltage U, and the cell geometry, as if 

the conductivity were uniformly distributed throughout 

the medium. For the two electrode configurations 

considered, σeff is given by: 

𝜎𝑒𝑓𝑓 =
𝐼

𝑈

𝑑

𝑆
(9𝑎) 

for the parallel-plate cell, where d is the interelectrode 

distance and S is the area of each planar electrode; 

𝜎𝑒𝑓𝑓 =
𝐼

𝑈
 
𝑙𝑛(𝑅1/𝑅0)

2𝜋𝐿
 (9𝑏) 

for the coaxial (wire–cylinder) geometry, where R0 is the 

radius of the central wire electrode, R1 is the inner radius 

of the cylindrical electrode and L is the active length of 

both electrodes. 

 All equations are solved simultaneously over the 

chosen electrode geometry (either parallel‐plate or wire–

cylinder), with appropriate boundary conditions (Fig. 1). 

The model assumes that there is no electrochemical 

injection of ions from the electrodes. 

 The fluid parameters used in the numerical simulations 

were chosen to approximate the properties of GK-1700 

transformer oil. The specific values are summarized in 

Table 1. The mobility of negative ions was set to be twice 

that of positive ions in order to investigate whether this 

asymmetry could be revealed through the formation and 

evolution of heterocharge layers near the electrodes. This 

artificial imbalance allows us to assess the method’s 

sensitivity to differences in ion mobility. 

 

B.  Experimental Setup (Planar Electrode System) 

 

 Preliminary experiments were carried out using a 

planar electrode cell, which comprises two polished 

molybdenum mirrors acting as the electrodes. The inter-

electrode spacing is set by inserting small plastic spacers 

between the mirrors, allowing precise control of the gap. 

 Voltage across the cell is monitored via a resistive 

voltage divider, while the current is sensed through a 

measurement resistor; both signals are routed into an 

analogue–to–digital converter (ADC) for acquisition. 

 A challenge in these measurements is the presence of 

capacitive currents due to the parasitic capacitance of the 

electrode system. To suppress these unwanted transients, 

the cell is equipped with a dedicated pre-charge circuit: 

immediately upon application of the voltage step, the 

electromagnetic relay bypasses all resistors for an initial 

10–100 μs, rapidly charging the parasitic capacitances. 

Only after this brief pre-charge interval does the circuit 

switch to the normal measurement path, ensuring that the 

recorded current reflects true conductive behavior rather 

than capacitive currents. 

 
 

Fig. 1.  Boundary conditions. 

Table 1: Numerical simulation parameters 

 

Property Value Unit  
ε 2.2 1  

bneg 1e-9 m2V-1s-1  

bpos 5e-10 m2V-1s-1  

krec 1 S m-1  

σ0 4.2e-11 1  

U 200 V  

R0 2.5e-5 m  

R1 1.03e-2 m  

L 0.101 m  
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III. RESULTS AND DISCUSSION 
 

A. Numerical Results (Coaxial Electrode System) 

 

Fig. 2 presents the steady-state concentration 

distributions for positive and negative ions. Near the wire 

electrode (when it is positively biased), a pronounced 

positive-ion depletion layer forms, with cpos dropping 

nearly to zero at the surface. Concurrently, cneg increases 

slightly because the reduced local concentration of 

positive ions diminishes the recombination rate. Around 

the cylindrical electrode, a similar—but much thinner—

depletion layer appears, owing to the relatively weaker 

field strength. 

During the development of heterocharge layers, the 

effective conductivity σeff falls from its low-field value σ0 

as illustrated in Fig. 3. Once the heterocharge layers reach 

equilibrium thickness, σeff stabilizes at a new, lower level. 

Crucially, when ion mobilities differ, the conductivity 

decay curves for positive and negative polarities diverge: 

the species with higher mobility forms a thicker depletion 

layer, causing a greater drop in σeff. Hence, in the wire–

cylinder geometry, one can discriminate between ions of 

differing mobility based on the time course of conductivity 

reduction. 

 The simulated current–voltage (I–V) curve (Fig. 4) 

remains approximately linear, with a slight downward 

deviation from the line corresponding to σ0. In 

experiments, I–V measurements are especially practical 

because they do not require resolving fast transients; 

deviations below linearity indicate heterocharge layer 

formation, whereas upward deviations signal the onset of 

ion injection overcoming depletion. 

 

B. Reconstruction of Ion Mobilities from Current–Time 

Responses 

 

 The model contains three unknown parameters—

positive mobility bpos, negative mobility bneg, and 

recombination coefficient krec—that shape the current–

time curves Ipos(t) and Ineg(t). To test parameter 

recoverability, we first generated “reference” currents 

Ipos0(t) and Ineg0(t) using a trial set: 

𝑏𝑝𝑜𝑠
0 = 0.646𝑏,   𝑏𝑛𝑒𝑔

0  = 1.320𝑏,   𝑘𝑟𝑒𝑐
0  =  0.237 

Starting from different initial guesses for bpos, bneg 

and krec we implemented an optimization algorithm that 

minimize the objective functional (10), thereby adjusting 

the model parameters to reduce the discrepancy between 

the reference data and the simulation results: 

𝑓 = ∫(𝐼𝑝𝑜𝑠 − 𝐼 𝑝𝑜𝑠
0 )

2
+ (𝐼𝑛𝑒𝑔 − 𝐼𝑛𝑒𝑔

0 )
2

𝑑𝑡 (10) 

The following optimization values were obtained: 

𝑏𝑝𝑜𝑠
1 = 0.649𝑏,   𝑏𝑛𝑒𝑔

1  = 1.325𝑏,   𝑘𝑟𝑒𝑐
1  =  0.237 

These results demonstrate that, within the 

assumptions of the model (absence of injection and other 

unmodeled effects), it is indeed possible to unambiguously 

retrieve both ion mobilities (and the recombination 

coefficient) from experimentally accessible current–time 

oscillograms. 

 

С. Experimental Results 

 

Fig. 5 shows the time-dependent decay of the effective 

conductivity measured in the GK-1700 transformer oil 

under a planar electrode geometry. At low applied voltage 

(U = 10 V), we fitted experimental data by assuming equal 

mobilities for positive and negative ions. The best-fit 

mobility magnitude was found to be one to two orders of 

magnitude lower than typical literature values for 

transformer oil. Nonetheless, the simulated conductivity 

decay closely matches the experimental curve (Fig. 6), and 

the simulated I–V characteristic reproduces the overall 

shape observed in the experiment, albeit with a slightly 

more pronounced curvature. 

At higher voltage (U = 30 V) with the same simulation 

parameters, however, the model predictions deviate more 

noticeably from the experimental data (Fig. 7). In the 

simulations, the heterocharge layer fills the entire 

interelectrode gap, yielding an abrupt stabilization of σeff 

once the initial ions have traversed the gap. In contrast, the 

experimental decay remains smooth at all times, even 

 

 
 

Fig. 2. Distribution of ion concentrations (positive polarity). 

 
 

Fig. 3. Dependence of effective electrical conductivity on time. 

 

 
 

Fig. 4.  Volt-ampere characteristic. 
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under high field. Possibly, this discrepancy is explained by 

the existence of a distribution of ion mobility in real oil, 

which could smooth out the abrupt transition predicted by 

the single-mobility model and provide a more gradual 

approach to stationary conductivity. 

 

IV. CONCLUSION 
 

In this work, we have introduced and validated a novel 

method for determining ion mobilities in weakly 

conducting dielectric liquids by analyzing transient 

current responses associated with heterocharge layer 

formation. A coupled finite-element model—solving 

Gauss’s law and the Nernst–Planck equations with 

generation–recombination kinetics—demonstrates that 

differences in positive and negative ion mobilities 

manifest as distinct conductivity decay profiles. In 

particular, the coaxial (wire–cylinder) geometry allows 

unambiguous discrimination of ion mobilities through 

polarity‐dependent transient behavior. 

Simulation for transformer oil confirms that both ion 

mobilities and the recombination coefficient can be 

retrieved by fitting dual polarity current–time curves, 

provided that parasitic effects such as injection are 

negligible. 

Preliminary experimental measurements in GK-1700 

transformer oil, conducted in a planar electrode cell, 

qualitatively corroborate the model predictions at low 

applied voltage (10 V), with the fitted mobilities yielding 

a conductivity decay consistent with simulations. At 

higher voltages (30 V), the smoother experimental decay 

indicates that the current numerical model does not 

describe all the effects that occur in the liquid. 

In general, combined modeling and experimental 

research confirm the possibility of determining ion 

mobility based on the formation of heterocharge layers. In 

future studies, it will be necessary to determine the cause 

of the discrepancy between the experimental data and the 

modulations at relatively large fields. Experimental 

verification of the coaxial geometry is also necessary in 

order to determine the possibility of determining the ratio 

of mobilities of positive and negative ions. 
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Fig. 5. Dependence of effective electrical conductivity σeff on 

time t at voltage 𝑈 =  10 𝑉 and gap distance 𝑑 =  19 𝜇𝑚. 

 

 
 

Fig. 6.  Volt-ampere characteristic 

 
 

Fig. 7. Dependence of effective electrical conductivity σeff on 

time t at voltage 𝑈 =  30 𝑉 and gap distance 𝑑 =  19 𝜇𝑚. 
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I. INTRODUCTION

In recent years, numerous models have been
developed to describe electrocoalescence [1,2]. Some of
these models focus on the interaction between individual
droplets, while others consider the behavior of the
emulsion as a whole. However, the applicability of such
models is limited by their accuracy and assumptions
related to inter-droplet interactions.

A key challenge remains the quantitative validation
of these models (especially, the multi-droplet ones) based
on the experimental data. Though there are many
experimental study in the literature (e.g., [3‒7]), they are
mostly devoted to enhancing the efficiency of
dehydration in complicated systems that are inconvenient
to quantitative validation of computations.

This study presents experimental investigations of
emulsion evolution under an electric field. A laboratory-
scale prototype of an electrocoalescer was developed
with a moderately uniform electric field distribution,
enabling consistent comparison between simulations and
experiments. The experimental data obtained under
different values of the electric field strength can be used
to validate numerical models and assess their predictive
capabilities.

II. METHODOLOGY

The experimental cuvette is a rectangular cell made
of acrylic glass with dimensions of 210 × 60 × 60 mm3.
A pair of rectangular aluminum electrodes is embedded
into the side walls. The experimental setup (Fig. 1)
includes the following main components: the cell, a light
source, a high-voltage power supply, a CCD camera, an
analog-to-digital converter (ADC), a computer, and an
optical microscope. Additionally, a light diffuser was
placed between the light source and the cell to ensure
more uniform illumination during the experiment.

Fig. 1 Schematic diagram of the experimental setup.

A water-in-oil emulsion with 1:10 ratio between
water and grape-seed oil was used in the experiments.
The components were mixed using a blender. After
preparation, the emulsion was transferred to a small
container with a tightly sealed lid and allowed to settle
for 16–24 hours. This step was necessary to ensure the
removal of air bubbles introduced during mixing.

The properties of the liquids are as follows: density
of oil 920 kg/m3 and that of water 998 kg/m3, dynamic
viscosity of oil 54 mPa∙s and that of water 0.9 mPa∙s,
relative permittivity of oil 3.09, and interfacial tension
between oil and water 25.2 mN/m [8].

The following parameters were investigated:
emulsion transparency and droplet size distribution. To
evaluate transparency, a reference image was taken prior
to each experiment with pure oil in the cell. This image is
referred to as the baseline image. The emulsion was then
poured into the cell, and an electric field was applied. A
camera recorded the emulsion clarification process.

Using in-house video processing software, the
average brightness in the regions of interest within the
cell was normalized by the corresponding brightness
values from the baseline image. It can be confidently
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stated that the clearer the emulsion, the higher its
transparency and thus its image brightness. When the
relative brightness approached unity, the emulsion was
considered clarified.

To analyze the droplet size distribution, samples
were extracted from the cell and imaged under a
microscope. For imaging, the sample was placed between
microscope slides separated by spacers. The optimal
spacer thickness was at least twice the maximum droplet
radius. However, droplet collapse was still observed at
spacer thicknesses of 90–100 µm, so it was increased to
120–130 µm. Size distributions were constructed using
specialized software.

Before each experiment, the cell was rinsed with
water, cleaned with a degreasing agent, dried, and filled
with clean oil. Camera settings were then adjusted:
focusing, light source brightness, and camera exposure
were tuned to ensure pixel brightness did not reach the
maximum value (255). The frame rate was set to 1 frame
per second. After adjustments, the baseline image was
captured. The cell was then cleaned again and filled with
emulsion.

The power supply outputs were connected to the
ADC through a resistive voltage divider. The ADC
sampling rate was set to 25 Hz. After equipment setup,
video recording began, followed by the oscilloscope trace
acquisition and voltage application.

During the experiments, samples were periodically
collected from the center of the inter-electrode region.
The power supply was briefly turned off, the emulsion
was drawn with a syringe, and placed between
microscope slides for imaging. Five to seven images
were taken from different areas of each probe (Figs. 2
and 4).

After the experiment, the images were binarized, and
equivalent circles preserving the original area were fitted
to the droplets. Droplet radius distributions were
constructed (Figs. 3 and 5), and the temporal evolution of
emulsion parameters was analyzed.

III. RESULTS AND DISSCUSION

The performance of the electrocoalescer unit was
evaluated based on several parameters: emulsion
transparency and changes in droplet size distributions.

Fig. 2 Example of a microscope photo at the beginning of the
experiment.

Fig. 3 Example of droplet size distribution at the beginning of
the experiment.

Fig. 4 Example of a microscope photo at the end of the
experiment.

Fig. 5 Example of droplet size distribution at the end of the
experiment.

Plots were obtained showing the time evolution of
relative brightness, as well as the average and maximum
droplet sizes in the inter-electrode gap (IEG).
Experiments were conducted at the electric field
strengths of 1.5 kV/cm and 2.5 kV/cm. The primary
clarification process occurs within the IEG, whereas the
emulsion layer above it clarifies more slowly, reducing
the overall efficiency of the cell. Reducing the emulsion
volume from 150 mL (liquid layer above the IEG: 4.7 cm)
to approximately 121 mL (layer above the IEG: 1.5 cm)
eliminated this issue while maintaining full coverage of
the active zone.

Structural shortcomings of the cell were also
identified. Gaps between the electrode edges and the
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acrylic walls led to the formation of protrusions that
locally intensified the electric field, triggering an
electrohydrodynamic vortex. This vortex transported
contaminated emulsion from the bottom of the cell back
into the IEG. To suppress this effect, an insert was
introduced to block vortex formation. Final experiments
were conducted after implementing this design
modification.

Relative brightness was evaluated in four regions of
the image (Fig. 6): (1) upper part of the IEG, (2) central
part of the IEG, (3) lower part of the IEG, and (4) the
combined area covering regions 1 through 3.

Comparative plots for experiments at different
voltages are presented below (Fig. 7). The relative
brightness plots are shown for region 1, as it clarifies
faster than the other regions. The plots demonstrate that
increasing the electric field strength results in faster
emulsion clarification.

Now, we proceed to the analysis of the statistical
characteristics of the emulsion. Below are the plots
showing the time evolution of the maximum droplet
radius, average droplet radius, and the number of droplets
per image (Figs. 8‒10).

The relative brightness plots tend to reach a steady-
state value, indicating that the emulsion is no longer
clarifying. However, some values do not reach the
theoretical maximum of 1. This can be attributed to small
droplets adhering to the transparent cell walls during the
experiment, slightly reducing the final relative brightness.

It can also be observed that, regardless of the applied
field strength, both the maximum and average droplet
radii remain approximately constant throughout the
experiment.

Fig. 6 Areas for brightness calculation.

Fig. 7 Relative brightness in area 1.

Fig. 8 Time dependence of the maximum droplet radius on the
photo.

Fig. 9 Time dependence of the average droplet radius on the
photo.

Fig. 10 Time dependence of the number of drops on the photo.

IV. CONCLUSION

In this study, an experimental prototype of an
electrocoalescer unit was developed to obtain
quantitative data necessary for the validation of
numerical models. A set of parameters characterizing the
efficiency of emulsion clarification was selected and
measured, including the relative brightness in the inter-
electrode zone and statistical properties of the emulsion
such as the number of droplets per sample, and the
maximum and average droplet radii.

Methods were developed for acquiring these
parameters, including video recording of the processes in
the cell and microscopic analysis of extracted samples.
The cell was also modified by adding an insert that
eliminates undesired vortices caused by edge effects near
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the electrodes. Additionally, the volume of emulsion
poured into the cell was adjusted to prevent slow settling
of the emulsion from the upper region of the cell.

An analysis of the influence of electric field strength
on the clarification process was carried out. It was shown
that large droplets capable of undergoing electrospraying
did not form under the tested field strengths and for the
chosen electrode size.

The experimental results showed that the average
and maximum droplet radii remained approximately
constant during the process, while the number of droplets
in the sample decreased more rapidly with increasing
applied voltage.

ACKNOWLEDGMENT

The study was supported by Russian Science
Foundation, research project No. 22-79-10078,
https://rscf.ru/en/project/22-79-10078/. The research was
performed at the Research Park of St. Petersburg State
University “Computing Center,” “Center for
Nanofabrication of Photoactive Materials
(Nanophotonics),” and “Center for Diagnostics of
Functional Materials for Medicine, Pharmacology, and
Nanoelectronics.”

REFERENCES

[1] C. Narváez-Muñoz, A. R. Hashemi, M. R. Hashemi,
L. J. Segura, and P. B. Ryzhakov, “Computational
ElectroHydroDynamics in microsystems: A Review
of Challenges and Applications,” Arch. Comput.
Methods Eng., no. June, Jun. 2024, doi:
10.1007/s11831-024-10147-x.

[2] V.A. Chirkov, S.A. Vasilkov, P.A. Kostin, and I.A.
Elagin, Numerical models of two-phase
electrohydrodynamics for simulating key processes

in electrostatic coalescers: a review (invited paper),
Journal of Electrostatics, 104085 (2025), in press.

[3] J. Xu, B. Li, Z. Sun, Z. Wang, B. Liu, and
M. Zhang, “Effects of electrode geometry on
emulsion dehydration efficiency,” Colloids Surfaces
A Physicochem. Eng. Asp., vol. 567, no. December
2018, pp. 260–270, 2019, doi:
10.1016/j.colsurfa.2019.01.069.

[4] H. Gong, B. Yu, Y. Peng, and F. Dai, “Promoting
coalescence of droplets in oil subjected to pulsed
electric fields: changing and matching optimal
electric field intensity and frequency for
demulsification,” J. Dispers. Sci. Technol., vol. 40,
no. 9, pp. 1236–1245, 2019, doi:
10.1080/01932691.2018.1505525.

[5] P. P. Kothmire, Y. J. Bhalerao, V. M. Naik, R. M.
Thaokar, and V. A. Juvekar, “Experimental studies
on the performance and analysis of an electrostatic
coalescer under different electrostatic boundary
conditions,” Chem. Eng. Res. Des., vol. 154, pp.
273–282, 2020, doi: 10.1016/j.cherd.2019.12.012.

[6] R. Hasib, V. Anand, V. M. Naik, V. A. Juvekar, and
R. M. Thaokar, “Mitigating Noncoalescence and
Chain Formation in an Electrocoalescer by Electric
Field Modulation,” Ind. Eng. Chem. Res., vol. 61,
no. 46, pp. 17145–17155, Nov. 2022, doi:
10.1021/acs.iecr.2c02202.

[7] R. Painuly and V. Anand, “Bottle test technique for
separating water-in-sunflower oil emulsion under an
application of electric field stabilised by surfactant
and hydrolysed polyacrylamide,” Fuel, vol. 377, no.
March, p. 132734, Dec. 2024, doi:
10.1016/j.fuel.2024.132734.

[8] V. Chirkov, G. Utiugov, I. Blashkov, and S.
Vasilkov, “The effect of changing interfacial
tension on electrohydrodynamic processes in two-
phase immiscible liquids,” Int. J. Plasma Environ.
Sci. Technol, vol. 17, no. 3, p. e03003, 2023, doi:
10.34343/ijpest.2023.17.e03003.

CONTENTS 87: Experimental Investigation Of Electrocoalescer. . .

272



 

 

I.  INTRODUCTION 
 

The efficiency of industrial systems that involve 

liquid flow can be improved through the integration of 

control mechanisms. Electrohydrodynamic (EHD) 

techniques offer a promising approach for regulating 

liquid motion due to their several advantages, including 

high reliability, rapid response times compared to 

conventional methods, and minimal energy consumption. 

There are three major EHD phenomena that can be 

utilized to induce liquid movement. The first, which is the 

focus of this study, is the conduction phenomenon [1]. 

This mechanism occurs under relatively low electric field 

intensities and is governed by the dissociation-

recombination process, along with the formation of 

heterocharge layers near the electrode surfaces. The 

second phenomenon involves the injection of ions into a 

dielectric liquid [2], which takes place when the applied 

electric field surpasses a critical threshold. The third 

mechanism, induction [3], arises in the presence of a 

thermal gradient. 

In the presence of an electric field, three distinct types 

of electric forces can act upon a liquid: 

• Coulomb Force: This force is directly proportional to 

the electric charge of a particle and governs its motion. 

• Dielectrophoretic Force: This force depends on the 

gradient of the particle's permittivity, influencing its 

movement in non-uniform electric fields. 

•Electrostriction Force: This force is associated with 

the particle's polarity and the resulting deformation in its 

shape under the influence of the electric field. 

A key determinant of EHD pump performance is the 

geometry and spatial arrangement of the electrodes, as 

these factors play a crucial role in shaping the distribution 

of electric forces and, consequently, the resulting fluid 

motion. The electrode configuration directly influences 

charge transport, field intensity, and the formation of 

heterocharge layers, all of which are critical to the 

efficiency of the pumping mechanism.  

Various electrode arrangements have been 

extensively investigated to assess their impact on the 

overall effectiveness of EHD pumps. Among these, blade-

blade [4] and point-blade [5] configurations have been 

studied, each exhibiting distinct effects on current 

distribution, induced fluid velocity, and energy efficiency. 

The blade-blade setup ensures a more uniform electric 
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Abstract- Since the 1960s, electrohydrodynamics (EHD) has attracted significant research interest, particularly 

for its potential in developing EHD micro-pumps. These pumps offer advantages such as low power consumption, 

absence of mechanical vibrations, and straightforward fabrication, making them ideal for space applications and 

other environments requiring thermal management of electronic devices. Despite these benefits, EHD pumps often 

exhibit lower efficiency compared to other fluid transport technologies, limiting their broader application. A 

crucial factor influencing EHD pump performance is the geometry and placement of electrodes, which 

significantly affect electric force distribution and fluid motion. Various electrode configurations, such as blade-

blade and point-blade arrangements, have been studied, each demonstrating unique impacts on current 

distribution, fluid velocity, and overall pump efficiency. These studies highlight the importance of optimizing 

electrode design to enhance pump performance. Previous research focused on a symmetric cylinder-to-cylinder 

EHD configuration to ensure a conduction-dominated electric force regime, avoiding charge injection for a more 

controlled environment. Under these symmetric conditions, it was observed that polarity had little effect on fluid 

velocity and vortex size, although it mirrored vortex shape and position relative to the vertical axis. This study 

extends previous findings by experimentally analyzing the effects of polarity manipulation in an asymmetric 

cylinder-to-cylinder system with a fixed electrode gap. The results indicate that varying polarity between 

asymmetric electrodes significantly alters fluid dynamics, impacting vortex morphology, location, and fluid 

velocity. These changes are attributed to ionic mobility ratios within the fluid and the electric field intensity 

between asymmetric cylinders. By demonstrating how polarity changes in asymmetric systems influence EHD 

pump behavior, this work provides valuable insights for optimizing EHD pump configurations. The findings 

contribute to a deeper understanding of EHD systems and offer potential improvements in thermal management 

applications where precise fluid control is essential. 
 

Keywords- Electrohydrodynamics, Hydrofluoroether-7100, Micro-Pump, Particle Image Velocimetry. 

 
Fig. 1.  Front view of the cell. a) Symmetrical cylinders, 

b) Asymmetrical cylinders. 
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field distribution, promoting steady fluid motion, whereas 

the point-blade configuration generates localized high-

intensity electric fields, enhancing charge injection but 

also introducing complexities in flow stability. 

These findings underscore the necessity of optimizing 

electrode design to improve pump performance. Fine-

tuning parameters such as electrode spacing, shape, and 

alignment can lead to enhanced charge mobility, reduced 

energy losses, and greater control of the fluid flow. As a 

result, ongoing research aims to refine electrode 

geometries to achieve higher efficiency, reduced power 

consumption, and improved operational stability. 

Previous studies have primarily investigated a 

symmetric cylinder-to-cylinder [6] EHD configuration to 

establish a conduction-dominated electric force regime 

while minimizing the effects of charge injection. This 

approach was adopted to maintain a controlled and 

predictable environment, ensuring that the primary 

mechanism influencing fluid motion was conduction 

rather than ion injection. 

 

II. EXPERIMENTAL SETUP 
 

A.  Experimental Configuration 

Fig. 1 presents the schematic diagrams of two 

experimental setups. The first configuration, shown in Fig. 

1(a), consists of two symmetric copper cylindrical 

electrodes, each with a diameter of 22 mm and a length of 

55 mm, separated by a 10 mm gap. The second setup, 

depicted in Fig. 1(b), features two asymmetric cylindrical 

electrodes with the same gap; the electrode on the left has 

a diameter of 39 mm, while the one on the right has a 

diameter of 5 mm. In both cases, the electrodes are 

connected to a high-voltage power supply, with one 

electrode being grounded in some configurations. Both 

electrode pairs are enclosed within a PMMA cavity cell 

with dimensions of 10cm×8cm×5cm. This specific 

geometry was chosen to minimize ion injection at the 

edges of the electrodes. The cavity is filled with HFE 7100 

through two openings on its upper surface. To ensure 

consistency throughout the experiments, PMMA tracer 

particles were utilized, as previous studies [7] have shown 

their suitability for this type of measurement. The tracer 

particles were dried at 50°C for one hour to eliminate 

moisture content before being introduced into the system. 

Material properties are shown in Table 1 [8]. 

 

B.  PIV Measurement Technique 

Flow velocity fields were measured using Particle 

Image Velocimetry (PIV) [9], a well-established 

technique for capturing time-resolved, full-field velocity 

distributions in both single-phase and multiphase flows. 

This method involves seeding the flow with tracer 

particles, whose characteristics are critical to the accuracy 

of the measurements. In this study, a LaVision acquisition 

system (LaVision GmbH, Göttingen, Germany) was 

employed for PIV measurements. Tracer particles were 

illuminated by a thin sheet of light generated by a pulsed 

laser. Two successive laser pulses illuminated the 

measurement plane, and particle displacements were 

captured by a CCD digital camera. The apparatus is shown 

in Fig. 2. The particle velocity fields were computed by 

cross-correlating the particle positions in the two images, 

with a known time interval between pulses allowing the 

calculation of the velocity vector fields. For each 

experimental trial, 2000 frames were captured to ensure 

statistically converged time-averaged velocity fields. 

 

III. RESULTS 
  
Experiments were conducted using a direct current 

(DC) power supply with both positive and negative 

voltage polarity. In the first setup, the voltage polarity did 

not significantly affect the quantitative outcomes. 

However, in the second configuration, the polarity played 

a crucial role in both qualitative and quantitative results. 

Consequently, it is essential to report the polarity when 

discussing the findings. For each configuration, 2000 

instantaneous flow fields were captured using the PIV 

technique, and the corresponding time-averaged velocity 

fields were subsequently computed. 

Following each experimental run, the experimental 

cell was disassembled and thoroughly cleaned to prevent 

contamination between tests. The cleaning procedure 

involved washing the cell components with soap and 

water, followed by a complete rinse with distilled water. 

The components were then dried using compressed air and 

placed in a drying oven at 50°C to ensure complete 

moisture removal before subsequent tests. 

 

A.  Normality 

A critical aspect of any experimental investigation is 

the reliability and statistical viability of the acquired data. 

In the present study, the raw velocity data obtained from 

Table 1: Material Properties 

Material Density (kg/m3) Conductivity (S/m) Permittivity 

HFE7100 1480 10−8 7.4 

PMMA 1180 10−17 2.9 

 

 
Fig. 3.  Normal Quantile-Quantile Plot. 

 
Fig. 2.  PIV Measurement Apparatus 
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2000 PIV samples were analyzed to ensure that the 

inherent noise did not compromise the quality of the 

measurements. To validate this, it was essential to 

demonstrate that the velocity data followed a normal 

(Gaussian) distribution. A quantile–quantile (Q–Q) plot 

[10], presented in Fig. 3, confirms the normality of the data 

distribution, with a distribution coefficient ranging from 

96.8% to 99.4% across all test runs. Furthermore, the 

distribution of the global average velocity is illustrated in 

Fig. 4. These findings, when combined with what is 

discussed in the repeatability section, justify the use of the 

ensemble-averaged velocity field computed over the 2000 

samples as a statistically robust representative for 

comparing different experimental conditions. 

 

B.  Repeatability 

To evaluate the repeatability of the PIV 

measurements, a series of experiments was conducted 

under identical operating conditions. A direct current (DC) 

voltage of 2 kV was applied between the electrodes. For 

each experimental run, 2000 instantaneous velocity fields 

were acquired using the PIV system. As described in 

subsection A, the variation of the temporally averaged 

velocity field with respect to the acquisition sequence (i.e., 

sample number) is illustrated in Fig. 4. The results indicate 

that the average velocity consistently fluctuates within a 

narrow range when at ΔV = 2 kV. Additionally, time-

averaged velocity fields were computed and compared 

across independent experiments. Both the global mean 

velocity and the peak velocity remained nearly constant 

across all runs. In the configuration, when the larger 

electrode was set to positive polarity. The maximum 

observed deviation did not exceed 0.03 mm/s, which falls 

within acceptable uncertainty bounds. 

These findings demonstrate the high repeatability of 

PIV measurements under the specified experimental 

conditions. Minor discrepancies between runs are 

primarily attributed to slight fluctuations in seeding 

particle density and ambient environmental conditions. 

Overall, the experimental uncertainty remained within 

acceptable limits for reliable quantitative flow 

characterization. Given the observed consistency in both 

symmetric and asymmetric configurations, it was deemed 

appropriate to proceed with varying the applied voltage to 

investigate its influence on the flow behavior. 

 

C.  Voltage Dependence 

During the experiments, the applied voltage ΔV was 

systematically varied across a range of 1, 2, 4, 6, 8, and 

10 kV for both polarity configurations. When the positive 

polarity was applied to the larger electrode, it was possible 

to extend the voltage range further, reaching up to 20 and 

30 kV. The subsequent analysis will examine the 

evolution of both the average and maximum fluid velocity 

as a function of the applied voltage for each polarity 

configuration. Additionally, the vorticity distribution 

around the electrodes will be investigated to assess the 

influence of polarity inversion on the flow structure. For 

clarity and convenience, the larger electrode is denoted as 

'B' and the smaller electrode as 'S' during the discussion. 

 

D.  Positive Polarity on the Large Electrode 

In this configuration, a positive voltage was applied to 

'B', while 'S' was held at negative potential. Fig. 5 displays 

the velocity field for an applied voltage of ΔV = 2 kV. A 

prominent vortex structure is observed along the length of 

the 'B', originating near the edge adjacent to the smaller 

electrode. The flow pattern exhibits symmetry above and 

below 'B', suggesting a balanced distribution of induced 

motion. Notably, a near-zero velocity region appears at the 

edge of the large electrode within the inter-electrode gap, 

which is likely associated with a zone of neutral electrical 

charge. The maximum fluid velocity is observed at the 

edge of 'B', coinciding with the region of flow separation. 

As the applied voltage was varied, both the maximum 

and global average velocities were found to increase 

linearly. Fig. 6 illustrates this relationship, showing a clear 

linear trend with a predicted slope of approximately 

2.5 mm∙s−1∙kV−1. This indicates a proportional response of 

the flow velocity to the strength of the applied electric 

field under the given configuration.  

 
Fig. 4.  Global average velocity versus sample number. 

 
Fig. 5.  Time-averaged Velocity field for ΔV = 2 kV When 

Positive Polarity is on The Large Electrodes. 

 
Fig. 6.  Time-averaged Velocity field for ΔV = 2 kV When 

Positive Polarity is on The Large Electrodes. 
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E.  Positive Polarity on the Small Electrode 

In this configuration, a positive voltage was applied to 

'S', while 'B' was held at negative potential. Fig. 7 

illustrates the resulting velocity field at ΔV = 2 kV. 

Compared to the previous configuration, the flow exhibits 

increased unsteadiness, particularly beneath the 

electrodes, suggesting more complex and possibly 

turbulent behavior. The main vortices appear closer to the 

inter-electrode gap and are smaller in size. A distinct 

streamline is observed between the two vortices, 

extending from the 'S' toward 'B', which may indicate the 

presence of charge injection occurring across the gap. 

Overall, the dominant flow direction is oriented from 'S' to 

'B'. The maximum velocity is recorded on the upper side 

of 'S', near the region of highest flow separation. 

Upon varying the applied voltage, a linear relationship 

between velocity and voltage was again observed, similar 

to the previous case. However, the slope of this trend was 

significantly lower, measured at approximately 

1.15 mm∙s−1∙kV−1, as presented in Fig. 6. 

 

IV. DISCUSSION AND CONCLUSION 
 

The results obtained from both polarity configurations 

reveal distinct differences in flow behavior, spatial 

velocity distribution, and response to the applied voltage. 

When the positive voltage was applied to 'B', the flow 

exhibited a relatively stable and symmetric vortex 

structure extending along the surface of the electrode. The 

velocity field was well-organized, with a linear increase in 

global average and maximum velocity as the applied 

voltage increased. This trend suggests a strong and 

uniform EHD driving mechanism under this polarity, with 

a predicted velocity-voltage slope of 2.5 mm∙s−1∙kV−1. 

In contrast, when the polarity was reversed, applying 

a positive voltage to 'S', the flow became more irregular 

and complex. The vortices were smaller, more chaotic, 

and shifted closer to the electrode gap, indicating 

increased local instabilities or the onset of turbulence. The 

presence of a direct flow channel from 'S' to 'B' and a 

global flow direction aligned accordingly suggests the 

possibility of charge injection, which could alter the 

electric field distribution and, consequently, the flow 

dynamics. Notably, although the velocity still exhibited a 

linear response to voltage, the slope decreased 

significantly to 1.15 mm∙s−1∙kV−1, reflecting a less 

efficient momentum transfer under this configuration. 

These observations highlight the critical influence of 

electrode geometry and polarity on the structure and 

intensity of EHD flows. The larger electrode under 

positive potential creates a more favorable configuration 

for inducing strong and stable flow patterns. Conversely, 

reversing polarity results in weaker and more disordered 

flow, possibly due to enhanced charge injection effects 

and field non-uniformity. Such insights are essential for 

optimizing electrode design and operating conditions in 

applications involving EHD flow control, such as cooling 

systems or fluid transport. 
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Fig. 7. Time-averaged Velocity field for ΔV = 2 kV When 

Positive Polarity is on The Small Electrodes. 
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I. INTRODUCTION

Presently, there are a lot of models available for
computations of electrohydrodynamic (EHD) processes
in two-phase immiscible liquids [1,2]. One of the very
promising approaches—the arbitrary
Lagrangian‒Eulerian (ALE) method—has been
successfully applied recently to simulate electrical
coalescence of two electrically conducting droplets
suspended in a dielectric fluid [3‒5]. However, the case
of electrically conducting droplets is much simpler than
the case of less conducting suspended medium due to the
following. In the former case, electrostatic forces act only
along the normal direction and the surface-charge
relaxation time is negligible. The late case is not new and
has been studied for several decades [6–9]. It is known
that the direction of deformation of a droplet of one oil in
another is determined by the ratio of the dielectric
permittivity, electrical conductivity, and viscosity values,
and the droplet can either elongate or contract. A number
of studies have been devoted to numerical modeling and
analytical analysis of the corresponding problem [10–12].
However, fully reproducing experimental data on the
electrohydrodynamics of a droplet of one oil suspended
in another oil, as in [13], remains a challenging task.

The present study is devoted to corresponding
modification of the ALE model and its implementation in
COMSOL Multiphysics software. The new models
consider the following:

- both normal and tangential projection of the
electrostatics forces;

- droplet-surface charging owing to emerging ion
fluxes after the electric field change or volume alteration
(e.g., due to droplet electrodeformation).

Particular attention is given to modeling transient
(non-stationary) processes associated with the
accumulation (variation) of surface charge on the droplet
interface.

If successfully implemented, this model can be
further extended to account for:

- charge convection along the surface (e.g., due to
droplet rotation);

- dissociation-recombination charge layers in both
media;

- and bubble compressibility.
Moreover, following the approach used in modeling

electrocoalescence of conducting droplets, a model for
bubble coalescence could also be developed.

II. NUMERICAL MODEL

Numerical modeling was performed using the
COMSOL Multiphysics software package. Two
modeling approaches were considered: one based on the
steady-state current continuity set of equations, and
another based on a novel approach described in [14],
where the differential form of Gauss's law is solved in the
bulk domain while an additional ordinary differential
equation for surface charge density is solved at the
interface.

In the first approach (hereafter referred to as Model
#1), the following system of equations was solved in the
bulk domain:

ρ ∂���
∂�

+ ρ ��� ∙ ∇ ��� =− ∇� + ∇ ∙ (η (∇��� + ∇��� T)) (1)

∇ ∙ ��� = 0 (2)
∇ ∙ �� = 0 (3)

�� = σ��� (4)
��� =− ∇�. (5)

Here � is the mechanical density, ��� is the velocity, �
is the pressure, η is the dynamic viscosity, �� is the electric
current density,��� is the electric field, � is the electric
potential, σ is the electrical conductivity, � is the time.
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In the second approach (hereafter referred to as
Model #2), the following equation was solved in the bulk
domain instead of Equations (3)–(4):

∇ ∙ (εε0��� ) = 0 (6)

and at the interface:

�λ
��

= �diff + �geom (7)

�geom = − λ
ξ

�ξ
��

(8)
�diff = up σ�n − down σ�n (9)

Here � is the surface charge density, “up” and “down”
represent the values of the function “above” and “below”
the boundary, �diff is the density of the electric current
due to the charge conservation, �geom is the change in the
surface charge due to the movement of the surface, � is
the expansion coefficient of the surface element.

In the case of the ALE approach, the interface
between the two phases is represented as a geometry line.
The line moves in accordance with the calculated fluid
velocity throughout the solution of the problem. So, the
velocities of contacting liquids—the dispersed phase ��� d
and continuous media ��� m—are equal to each other at the
boundary and equal to that of the interface ��� interface:

��� d = ��� m = ��� interface. (10)

The normal and tangent components of the Coulomb
surface force ��� С acting on the surface charge can be
represented by expressions (11) and (12), respectively [8]:

�Сn
= 1

2
εm�cn

2 − εd�dn
2 − εm − εd �τ

2) (11)
�Сτ

= εm�cn − εd�dn �τ. (12)

Here �cn and �dn are the normal components of
electric field strengths on the droplet boundary at the
corresponding sides, �τ is the tangent component of
electric field strength; subscript “m” means medium and
“d”—droplet.

The following properties of liquids were used (if
another values are not specified in figure captions): ηm =
0.06 Pa ∗ s, ρm = 910 kg/m3, εm = 2, σm = 1� − 10 S/
m , ηd = 0.001 Pa ∗ s , ρd = 1000 kg/m3 , εd = 4 , σd =
1� − 10 S/m, interfacial tension γ = 16 mN/m. For the
simulation of bubble electrodeformation, the following
properties were used: ηb = 1� − 5 Pa ∗ s, ρb = 1.25 kg/
m3, εb = 1.

The geometry of the computer model and the
boundary conditions for the two approaches are shown in
Fig. 1.

Fig. 1. A schematic representation of the model geometry.

III. RESULTS AND DISSCUSION

First and foremost, Model #1 was employed to
compute droplet deformation values for various ratios of
dielectric permittivity and electrical conductivity
between the droplet and surrounding medium. In Fig. 2,
the simulation results are depicted as red markers, while
the blue curves represent the analytical solution for
deformation degree according to Taylor's formula [6,12]:

� = �−�
�+�

(13)

� = 9��
16

1
(σm

σd
)2+1

((σm
σd

)2 + 1 − 2 εd
εm

+3 σm
σd

− εd
εm

∗
5ηd

ηm
+3

5ηd
ηm

+5
) (14)

�� = ε0εm�d�0
2

γ
. (15)

Here D is the degree of the deformation, a is the
major semi-axis, b is the minor semi-axis of an ellipse,
�� is the electric Weber number, �d is the droplet radius,
and �0 is the average electric field strength.
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a

b
Fig. 2. Numerical results and the theoretical prediction of small
deformations for: a) σd/σm = 5 and �� = 0.1; b) εd/εm = 2
and �� = 0.1; the blue line is the theoretical curve and the
green one is the case of perfectly conducting droplet.

The direct application of Model #1 to solve the
transient problem yields incorrect results. Therefore,
Model #2 was employed to calculate the deformation of
an air bubble in an AC electric field. Initially, the bubble
deformation following pulsed voltage application was
computed. For the selected properties of the bubble and
surrounding medium, the steady-state deformation value
according to Taylor's formula should correspond to the
compression, which was indeed obtained in the
numerical solution. However, during the transient
process, the bubble initially exhibited elongation, and
only subsequently (after sufficient accumulation of free
charge at the interface) began to compress.

Fig. 3. Time-dependence of air bubble deformation after
pulsed turn-on of the DC voltage (�� = 0.1).

Subsequently, the problem of bubble deformation in
a 50 Hz alternating electric field was solved. In this case,
the surface charge failed to accumulate sufficiently at the

interface during each half-cycle of the voltage, resulting
in sustained bubble elongation rather than compression.
These numerical results demonstrate good qualitative
agreement with established experimental data, e.g., as
reported in [15].

Fig. 4. Time-dependence of air bubble deformation under AC
voltage (�� = 0.1).

IV. CONCLUSION

In this paper, we implement and qualitatively verify
a model of electrical deformation of a drop of a low-
conducting liquid and a bubble in another low-
conducting liquid using the arbitrary
Lagrangian‒Eulerian approach. The modified model was
applied to simulate several specific tasks to check its
correctness. In particular, the modeling of air bubble
shape change under AC electric field was done. The
model can be applied for computation of low-conducting
droplets and bubbles behavior under the electric field.
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I.  INTRODUCTION 

 

Dielectric liquids are widely used in various 

industrial applications due to their electrical insulation 

and thermal stability. One important area where they are 

commonly applied is electrohydrodynamic (EHD) 

systems [1], where an electric field is used to generate 

fluid motion [2]. These systems are found in technologies 

such as electrostatic pumps [3], heating and cooling 

systems [4], and spraying devices [5]. As the demand for 

compact and energy-efficient flow control increases, 

interest in EHD-based designs continues to grow. 

The motion in EHD systems is driven by different 

mechanisms depending on the applied field and fluid 

properties. Three main regimes are typically identified: 

conduction, injection, and induction. Conduction happens 

at low electric field strengths and is associated with 

charge dissociation and recombination near electrodes 

[6]. Injection requires a threshold voltage and involves 

the release of charges from the electrode, which then 

repel each other and move the fluid [7]. Induction occurs 

when there is a conductivity gradient in the fluid, often 

due to a temperature difference, causing fluid motion [8]. 

To measure flow behavior in such systems, optical 

techniques like Particle Image Velocimetry (PIV) and 

Laser Doppler Anemometry (LDA) are often used [9]. 

These methods rely on seeding the liquid with small 

tracer particles and tracking their motion using high-

speed imaging. In typical flow conditions like in classical 

fluid mechanics, these particles follow the fluid 

accurately. However, under electric fields, this 

assumption becomes less reliable. The particles may 

accumulate surface charge, causing them to move 

differently from the surrounding fluid. In some cases, 

they can even interfere with the flow by distorting the 

electric field or even agglomerating together. Density and 

permittivity differences between the particles and the 

fluid can also lead to sinking, floating, or other unwanted 

behaviors [10]. 
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Abstract- Particle Image Velocimetry (PIV) is a widely utilized technique for visualizing fluid flows, enabling 

the capture of instantaneous velocity fields with a single measurement. This method requires introducing fine 

tracer particles into the fluid, which are illuminated by a laser source, and their motion is recorded to determine 

the velocity distribution. However, in electrohydrodynamic (EHD) systems, the use of these particles introduces 

additional challenges due to their interaction with the applied electric field. One key concern is the accumulation 

of electric charges on the particles’ surfaces, which can alter the electric field distribution. Additionally, charged 

particles may travel at velocities different from the surrounding fluid, violating the fundamental assumption of 

PIV that the particles accurately track fluid motion. Further issues include particle clumping, filament 

formation, or adhesion to solid surfaces, which can hinder charge transfer in the dielectric liquid. In extreme 

cases, the particles may absorb all available charges, neutralizing the fluid and reducing its motion. These 

phenomena depend strongly on the type of fluid and tracer particles used. 

In this study, five types of particles were examined: PMMA (polymethyl methacrylate), POM 

(polyoxymethylene), PTFE (polytetrafluoroethylene), SiO₂ (silicon dioxide), and Vestosint. Experiments were 

conducted on a hydrofluoroether dielectric liquid (HFE-7100) in a symmetric cylinder-to-cylinder configuration, 

with a DC voltage applied between the electrodes. To ensure consistent results, the repeatability of PIV 

measurements was evaluated across multiple experimental runs. In addition, the migration velocity of tracer 

particles relative to the fluid was analyzed for various particle types to understand their influence on 

measurement accuracy. The results demonstrated that fluid behavior varied significantly with the particle type. 

This indicates that the properties of the seeding particles affect the performance of the EHD apparatus. These 

findings emphasize the importance of selecting appropriate tracer particles to ensure accurate PIV 

measurements, particularly in the presence of electric fields where particle-fluid interactions can rigorously 

affect experimental outcomes. 
 

Keywords- Dielectric Liquid, Electrohydrodynamics, Particle Image Velocimetry, Seeding Particle. 

 
 

Fig. 1.  Exploded view of the experimental device. 

CONTENTS 91: Impact Of Seeding Particle Properties On PIV. . .

281



 

 

This study constitutes a continuity of a previous 

work which tested PIV method using several tracer 

particles [11]. The current work focuses on the influence 

of tracer particle properties on the accuracy and 

reliability of PIV measurements in EHD systems. Several 

types of particles with different physical characteristics 

were tested under a moderate electric field to assess their 

behavior and their impact on flow visualization. In 

particular, attention was given to the ability of each 

particle type to follow the fluid motion without 

introducing significant disturbances. Special emphasis 

was also placed on the repeatability of the experiments 

and on identifying the main causes of measurement 

degradation when improper seeding particles are used. 

The goal is to provide practical recommendations for 

selecting suitable tracer particles for PIV measurements 

in dielectric liquids subjected to electric fields. This will 

help improve measurement reliability and support the 

development of more effective EHD applications. 

 

II. EXPERIMENTAL SETUP 

 

A.  Experimental Apparatus 

 

The experimental setup is shown in Fig. 1. It consists 

of two identical copper cylinders, labeled (1) and (2), 

mounted in a parallel configuration. A cylinder-to-

cylinder geometry was chosen to ensure a lower electric 

field intensity on the electrode surfaces. This is important 

for facilitating EHD conduction while avoiding EHD 

injection, which occurs when the electric field exceeds a 

threshold, often triggered by sharp-edged electrodes. The 

test cell, (3), is made of PMMA and has internal 

dimensions of 10 cm × 8 cm × 5 cm. It is sealed using 

anti-leakage joints on sidewalls (4) and (5) to prevent 

fluid loss. The cell is filled with hydrofluoroether 

dielectric liquid (HFE-7100) before adding the tracer 

particles. To eliminate any trapped air, bubbles are 

vented through the upper openings, (6) and (7). 

The operating fluid used in the experiments is HFE-

7100, whose properties at 25 °C are listed in Table 1 

[12], and previously studied in [13]. 

PIV measurements are conducted using a LaVision 

GmbH system, as shown in Fig. 2 [14]. The system is 

equipped with a double-pulsed laser for illumination and 

a high-resolution camera for image capture. For each test 

run, up to 2000 instantaneous images are recorded at a 

frequency of 5 Hz. This approach allows for consistent 

observation of flow patterns over the test duration. 

The captured images are processed using DaVis 8.0 

software, where cross-correlation techniques are applied 

to determine particle displacement between successive 

frames. Then, the average velocity field is calculated, 

providing a detailed view of the fluid motion under the 

influence of the applied electric field. Care was taken to 

maintain consistent lighting and alignment throughout all 

measurements to ensure accuracy and repeatability. 

 

B.  Experimental Procedure 

 

After each experiment, the test cell was thoroughly 

cleaned, dried, and reassembled. It was then refilled with 

the dielectric liquid, sealed, and checked for any leakage 

before the seeding particles were added. The 

concentration of tracer particles was kept below 20 mg/L, 

which is within the acceptable range to ensure minimal 

interference with the dielectric liquid when subjected to 

an electric field [15]. 

Five different types of particles were tested: PMMA 

(PolyMethyl Methacrylate), POM (PolyOxyMethylene), 

PTFE (PolyTetraFluoroEthylene or Teflon), SiO2 

(Silicon Dioxyde or Silica), and Vestosint 2070 

(Polyamide 12 fine powder). These particles were 

selected based on differences in density, permittivity, and 

surface characteristics. Their relevant physical properties 

are summarized in Table 2 [16]. 

From these values, it is observed that all tested 

particles have lower electrical conductivity and 

permittivity than the operating fluid. On another hand, 

their densities vary, with some being lower and others 

higher than that of the liquid. 

Table 2: Properties of Tested Seeding Particles [16]. 

 
Seeding 

Particle 

Density 

(kg/m3) 

Electric 

Conductivity (S/m) 

Relative 

Permittivity 

PMMA 1180 10–17 2.9 

POM 1400 10–15 3.8 

PTFE 2150 10–16 2.1 

SiO2 2500 10–14 4.6 

Vestosint 1020 10–12 N/A 

 

 

Table 1: Properties of HFE-7100 at a temperature of 25°C [12]. 

 
Operating 

Fluid 

Density 

(kg/m3) 

Electric 

Conductivity (S/m) 

Relative 

Permittivity 

HFE-7100 1480 10–8 7.4 

 

 
 

Fig. 2.  PIV measurement apparatus (© LaVision GmbH) [14]. 

 
 

Fig. 3.  Sample PIV image at the start of a test with Vestosint. 
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The high voltage required for the experiments was 

supplied by two Spellman SL-100 DC power supplies. 

One electrode (left) was connected to the high-voltage 

output, while the opposite electrode (right) was 

grounded. To verify the symmetry of the setup, the 

polarity was also reversed between the cylinders in 

separate tests. The results confirmed symmetrical 

behavior of the system but these findings are not 

presented in this paper. 

 

III. RESULTS AND DISCUSSION 

 

A.  Particle Behavior Under Electric Field 

 

Because the number of tests conducted within the 

current study is enormous, only sample results are 

presented for the various tested particles. The purpose is 

to show a specific behavior observed for a specific tracer 

type. For example, Fig. 3 shows a sample PIV image at 

the start of a test with Vestosint. The tracer particles can 

be clearly seen illuminated by the laser. However, after a 

certain time, these particles disappeared from the test 

zone. They were either captured by the charged cylinders 

or collected at the walls of the PMMA cell. A quick 

conclusion is that Vestosint particles are not suitable for 

the HFE liquid in these experiments. Similarly, SiO2 

particles exhibited a random behavior and are also 

eliminated because their results were inconsistent. 

The conclusion section summarizes the most 

important guidelines that must be taken into 

consideration when selecting an appropriate tracer type 

that can provide reliable PIV results with a working fluid. 

 

B.  Quality of PIV Measurements 

 

Fig. 4 illustrates the velocity field obtained using 

PTFE tracer particles under an applied voltage of 2 kV. 

The flow is primarily driven by the conduction 

mechanism, as evidenced by the development of strong 

velocity gradients near the high-voltage electrode (left 

cylinder here). A distinct recirculation pattern emerges 

between and above the electrodes, consistent with typical 

EHD conduction flow behavior. The velocity magnitudes 

are highest near the electrode surfaces and progressively 

decay toward the boundaries of the test cell. Minor 

irregularities observed close to the side walls can be 

attributed to a lower seeding density or to optical 

distortions near the PMMA walls. Importantly, the use of 

PTFE tracers enabled stable and consistent measurements 

throughout the test duration, without significant particle 

agglomeration or deposition, confirming their 

effectiveness as tracers for PIV in the HFE-7100 

dielectric liquid subjected to moderate electric fields. 

 

C.  Repeatability and Reliability Analysis 

 

Fig. 5 presents the temporal evolution of the average 

velocity obtained using POM seeding particles at an 

applied voltage of 2 kV. Four independent tests were 

conducted under identical conditions to assess the 

repeatability of the experimental setup. Across all runs, 

the average velocity remains within a narrow range of 

approximately 0.004 to 0.006 m/s, with no significant 

drift or instability observed over the 500 recorded 

images. The slight difference may be attributed to minor 

variations in the initial seeding density and particle 

distribution. The data demonstrate a high level of 

repeatability, as the velocity trends remain consistent in 

both amplitude and temporal behavior. The low deviation 

between tests highlights the reliability of POM particles 

for PIV applications in EHD flows. These findings 

support the conclusion that POM tracers do not 

significantly disturb the liquid behavior and are capable 

of accurately tracking the flow without undergoing 

significant charge accumulation or migration toward the 

electrodes. However, one must be careful when 

analyzing their results because this behavior can be 

affected with time (possibly test 4 in the same figure). 

 
 

Fig. 4.  Sample velocity vectors and contours with PTFE tracers. 

 
 

Fig. 5.  Temporal variation of the average velocity measured with 

POM seeding particles at 2 kV. 
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Fig. 6.  Variations of the number of validated correlations per 

image with POM tracer particles. 
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Fig. 6 illustrates the number of validated correlations 

per image during the PIV processing of for POM tracer 

particles at 2 kV. Two behaviors can be identified: one 

corresponding to the beginning of the experiment where 

the curve looks to be horizontal, and the other after 500 

images. It can be observed that after that point, the 

number of validated vectors gradually decreases with 

time, indicating a progressive loss of tracer particles from 

the fluid domain. This is consistent with the earlier 

observations where particles were seen to deposit onto 

the electrodes and cell walls. One quick conclusion with 

POM particles is that a stabilized run can be done within 

the first 500 images before the images lose a significant 

amount of tracers which allow for more reliable velocity 

measurements. This confirms that the particle behavior 

must be carefully monitored throughout the experiment 

to ensure accurate PIV results. Note that PMMA and 

PTFE results remained constant over the entire set of 

measurements and they are not shown in this section. 
 

IV. CONCLUSION 
 

The results obtained in this study highlight the 

critical importance of careful tracer particle selection in 

PIV measurements conducted under electric fields. While 

all tested particles were initially considered suitable 

based on size and density, their behavior under high-

voltage conditions varied significantly. PTFE and 

PMMA tracers showed better overall performance, 

maintaining good dispersion and producing stable, 

repeatable velocity fields with minimal deposition on the 

electrodes or cell walls. POM particles also performed 

reasonably well, producing clear velocity fields with 

good dispersion, although they exhibited a slightly higher 

tendency to accumulate near the electrodes over time. On 

the other hand, SiO2 and Vestosint particles tended to 

accumulate quickly on solid surfaces, degrading the 

quality of the PIV data and limiting the duration of 

usable measurements. These observations suggest that, 

beyond physical compatibility with the fluid, electrical 

properties such as permittivity and conductivity must 

also be taken into account. For conduction-dominated 

EHD flows in dielectric liquids, it is recommended to 

select particles with low electrical conductivity, moderate 

density close to that of the liquid, and minimal tendency 

to become highly charged. Following these criteria helps 

ensure accurate flow tracking and reliable measurement 

results over extended test durations. 
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Finite Taylor Cone: the impact of the electrospray
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Abstract- Electrospray technology is a process that uses an electric field to produce a fine spray of charged droplets from a
liquid with applications such as mass-spectrometry, drug encapsulation, propulsion or surface coating. The parametric range
in flow rates and electric field for which the the electrospray regime is stable is still not well understood. In this work, the spray
and meniscus interaction is studied by numerical means to shed light on this intricate and complex phenomena that involves
numerical singularities and deformable interphases of both the meniscus and the envelope of the spray. It serves as a first step
towards the understanding of the stability of the electrospray regime.

Keywords- Electrospray, Taylor cone, electrohydrodynamics

I. INTRODUCTION

When a conductive liquid flows out of a needle under
the effect of an electric field, a conical shape may be exhib-
ited for a certain range of the strength of the electric field
and a jet or a spray is ejected from its appex. The first at-
tempt to model this situation was carried out by G.I. Taylor
(1964), who simplified the geometry to an infinite cone and
stablished the given value of the strength of the electric field
that is in equilibrium with the surface tension and the semi-
angle of the cone, known as the Taylor cone angle α. Later,
Fernandez de la Mora (1992) included in the analysis the
influence of the emitted electrospray that modifies both the
strength of the electric field and the cone angle, and Pantano
et al. (1994) took into account the shape of the electrodes
and finite value of the cone volume without the spray.

II. METHODOLOGY

In this work, we perform numerical simulations on the
Taylor cone, taking into consideration both (1) the influence
of the finiteness of the cone and geometry of the device, and
(2) the mutual impact of the electrospray.

To do so, we have solved the Poisson equation for
the electric potential, the conservation of charge for the
inertialess-electrospray and the Young-Laplace stress bal-
ance for the deformable interphase in spherical coordinates
formulated using the Arbitrary- Lagrangian-Eulerian (ALE)
method to account for the deformation of the meniscus and
spray envelope, with the help of the weak form module
of Comsol Multiphysics and analytical manipulation of the
singularity.

III. RESULTS

In figure 1, we can observe the electrode and needle (on
the left) connected to a high voltage, the grounded coun-
terelectrode (on the right) and the computed shape of the
cone as a result of the balance between surface tension and

electrostatic stresses. The electrospray volumetric charge is
also considered, although not shown.

Figure 1: Numerical solution with electric potential, Tay-
lor cone and electrospray envelope. Isopotential in colour.
Streamlines in grey. Electrodes, needle, axis and Taylor
cone and envelope in black.

As part of the results, we have obtained the range of fea-
sible electric Bond number, BoE = εΦ2/γR, based on the
applied voltage Φ and geometry of the device characterised
by the radius of the needle R, while locally reproducing the
one obtained by Taylor at the apex. It has been done for sev-
eral values of the electric current carried by the electrospray,
hence shedding light on how the electrospray influences the
cone. More specifically, in figure 2, we can observe that
as the current increases, the repulsion of the electric charge
exerted on the meniscus requires an increase of the electric
Bond number for the same volume of the meniscus.

IV. CONCLUSIONS

The Taylor cone interaction with the electrospray is
studied in a finite configuration, locally recovering the so-
lution by de la Mora [2]. It allows to elucidate the impact
on the spray electric current on the shape of the meniscus,
which becomes larger in volume as the current increases for
the same configuration of the electrode voltages.
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Figure 2: Electric Bond number as a function of the dimen-
sionless volume of the meniscus for varying electric current
of the spray.
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Electrokinetic Effects in Cone-Jet Electrospraying: Ion Size and Solvent
dependence
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Abstract- This work explores the often-neglected electrokinetic phenomena in cone-jet electrospraying. While the successful
Taylor-Melcher leaky dielectric (LD) model describes macroscopic features, it typically ignores the underlying ion dynamics.
Recent studies [9, 11] have initiated electrokinetic modeling. This paper specifically investigates the cone-jet transition region,
crucial for determining current and jet size. Using a numerical model based on the Poisson-Nernst-Planck (PNP) equations
coupled with fluid dynamics and reaction terms, we analyze the impact of liquid viscosity and ion size on the ion composition
and stresses within this zone. The objective is to clarify the conditions under which electrokinetic effects become significant in
this electrospraying mode.

Keywords- Cone-jet electrospraying, electrokinetics

I. INTRODUCTION

Electrospraying, particularly the cone-jet mode, is
widely used for generating fine liquid sprays. The Taylor-
Melcher leaky dielectric (LD) model, validated by theory
[3] and simulation [6, 7, 2], effectively predicts macro-
scopic aspects like current and jet diameter by treating
charge as accumulated on the surface [10, 13]. However,
it simplifies the complex underlying electrokinetics involv-
ing multiple ionic species.

Key dimensionless parameters in this system are Γ and
ΛD. Γ represents the ratio between the macroscopic applied
voltage and the thermal voltage (ΦT = KBT/e), indicat-
ing that the electrical stresses are of the order of the capil-
lary stresses. On the other hand, ΛD is the ratio between
a characteristic macroscopic length (the needle radius Rn)
and the Debye length λD, where λD is the characteristic
length scale over which electric charge in the solution is
screened.

Recent efforts [1, 14, 12] have attempted to derive
the LD model rigorously from the Poisson-Nernst-Planck
(PNP) equations, establishing specific validity conditions
related to length scales (ΛD ≫ 1) and voltage scales
(Γ ≫ 1). Crucially, numerical studies [9, 11] suggest that
one key condition (Γ/ΛD ≫ 1, related to external field not
disturbing the Debye layer) is often not met in typical elec-
trospray, despite LD predictions holding true, indicating a
need for detailed electrokinetic analysis.

Existing electrokinetic simulations of electrospray show
differences. [9] uses a PNP model with reaction terms, valid
for dilute solutions treating ions as point particles. [11]
employs a variant including steric effects but omitting re-
actions, focusing on the cone-jet transition with different
characteristic scales. This work focuses on the electroki-
netic effects at the cone-jet transition, similar to [11]. We
use a numerical model based on the PNP equations includ-
ing reaction terms to study how viscosity and ion size affect
the ion composition and stresses in this critical region, aim-
ing to identify the significance of electrokinetic phenomena.

Figure 1: Sketch of the problem

II. FORMULATION OF THE PROBLEM

The system is a steady TCJ from a capillary (Fig. 1)
ejecting an ionic solution with a symmetric binary com-
pound undergoing reversible dissociation (S −−⇀↽−− A + C).
Axisymmetric geometry is assumed, neglecting gas dynam-
ics and treating liquid density and permittivity as constant.

A. Governing Equations

The dimensionless bulk equations governing the system
are:
a) The Navier-Stokes equations,

v∂rw + w∂xw = −∂xp +Oh∇2w + ρe Ex

v∂rv + w∂xv = −∂rp +Oh
(
∇2v − v

r2

)
+ ρe Er

∂xw + ∂rv +
v

r
= 0

(1)
where v and w are, respectively, the (dimensionless) radial
and axial components of the velocity vector u, andOh is the
Ohnesorge number. ρe is the dimensionless net bulk charge
and Er and Ex are, respectively, the radial and axial com-
ponent of the dimensionless electric field E; the Laplacian
operator is ∇2() = ∂xx() + ∂rr() +

∂r()
r .
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(a)

(b)

(c)

(d)

(e)

Figure 2: (a) Interface position and liquid streamlines in the
cone-jet transition region, including the theoretical Taylor
cone slope [15]. (b-e) Axial profiles of volumetric charge
density (ρe) and concentrations (no, n−, n+) along the in-
terface. Profiles for four ion sizes (0.1, 0.6, 7.3, and 20.8 Å)
are shown, plotted relative to the transition origin xo.

b) The Maxwell electrostatic equations,

∇2ϕo = 0, ∇2ϕ = −ρe
β

= −Λ2
Dzv
Γ

(n+ − n−) (2)

where ϕ(x) is the dimensionless electric potential distribu-
tion and β is the relative permittivity. The subscript ‘o’ de-
notes the gas phase and E = −∇ϕ. The dimensionless
parameters Γ and ΛD are defined in the text.
c) Concentration conservation equations,

u·∇n±−D±∇2n±∓(zvΓD±)∇·(n± E)−ζ(no−n+n−) = 0
(3)

u · ∇no −Do ∇2no ζo(no − n+n−) = 0 (4)

Above, n± and no are dimensionless concentrations of
cations, anions, and neutral species, respectively; D±
and Do are dimensionless diffusivities; and ζ and ζo are
Damköhler numbers. The complex, coupled system of
Navier-Stokes and Poisson-Nernst-Planck equations with
reaction terms governing the cone-jet dynamics is solved
numerically using the JAM method, developed by [8]. This
highly accurate numerical scheme is specifically designed
to tackle complex problems involving fluid interfaces, al-
lowing for precise tracking of the liquid-gas boundary and
accurate resolution of the coupled fluid flow, electric field,
and species transport equations, particularly in regions with
sharp gradients such as the Debye layer and the cone-jet
transition region.

III. RESULTS

Numerical simulations were performed for 1-octanol
doped with a 1:1 salt, maintaining a fixed bulk conductivity
(κ = 10−6S/m) while varying the ion size (aion). Op-
erational parameters match typical electrospray conditions.
While the macroscopic LD model predicts a unique operat-
ing point for current and jet size based solely on bulk con-
ductivity [7, 5, 4], the full PNP model reveals a dependency
on the specific ionic species.

Figure 3: Radial profiles of species concentrations
(no, n+, n−) and relative conductivity (κ/κo) across differ-
ent axial sections of the cone-jet transition region. Profiles
are shown for four characteristic ion sizes (0.1, 0.6, 7.3, and
20.8 Å).

(a) (b)

Figure 4: (a) Dimensionless electrical current I/Io and (b)
emitted jet size as a function of symmetric ion size (aion).
Numerical results are compared to the Leaky Dielectric
Model (dashed lines) [7]. A threshold value from [11] is
marked by a vertical line. Selected ion sizes for detailed
profiles are indicated by markers.

Simulations show that for ion sizes above approxi-
mately 1 Å, the predicted electrical current and jet diam-
eter are in good agreement with the LD model and existing
scaling laws (Fig. 4). However, a significant deviation oc-
curs for smaller ion sizes (aion <≈ 1 Å). In this regime,
the total electrical current increases sharply as the ion size
decreases, while the jet size simultaneously decreases (Fig.
4).

This deviation arises from the detailed electrokinetic
structure at the cone-jet transition (Figs. 2, 3). For small
ions, characterized by higher diffusivities and a tendency
towards weak electrolyte behavior, there is a significant ac-
cumulation of charge carriers within the Debye layer near
the interface. This leads to a local conductivity that is orders
of magnitude higher than the bulk conductivity (κ/κo ≫ 1,
Fig. 3).

Analysis of the current contributions (Fig. 5) reveals
that the increased total current for small ions is primar-
ily driven by a large conduction current component estab-
lished within this region of enhanced local conductivity.
This excess conduction is substantially counterbalanced by
a diffusion-driven current component (Id). For larger ions,
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Figure 5: Axial profiles showing the decomposition of the
total electric current (Ifull) into convection (Ia), conduc-
tion (Ic), and diffusion (Id) components for four ion sizes
(0.1, 0.6, 7.3, and 20.8 Å). Results are compared with the
conduction current for uniform bulk conductivity (IBc ) and
Leaky Dielectric Model predictions.

where the local conductivity remains relatively uniform, the
current contributions are consistent with the simplified pic-
ture assumed by the LD model. These results highlight that,
contrary to the assumptions of macroscopic models, the
specific nature of the ions (particularly their size impacting
diffusivity and local concentration distributions) can signif-
icantly alter the electrokinetic behavior and macroscopic
characteristics (current, jet size) of cone-jet electrosprays,
especially for solutions containing small ions. The findings
underscore the importance of a detailed electrokinetic de-
scription for a complete understanding of the electrospray-
ing process in certain regimes.
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Abstract- We conducted two-dimensional numerical simulations to explore the effective flow control method around an
airfoil in high Reynolds number air flow using a series-connected dielectric barrier discharge plasma actuator. In the numerical
simulations, compressible gas-dynamic equations with electrohydrodynamic effects were discretized with a cell-centered finite
volume method, where a large-eddy simulation model was employed. The numerical results indicated that a flow induced in
the opposite direction against the mainstream near the airfoil surface wall by a series-connected dielectric barrier discharge
plasma actuator generates periodic and clockwise vortices, contributing to a slight increase in the time-averaged lift coefficient,
compared to that in no plasma actuator case.

Keywords- Dielectric barrier discharge plasma actuator, Flow control, High Reynolds number flow.

I. INTRODUCTION

Dielectric barrier discharge plasma actuators (DBD-
PAs) [1] have gained attention as active flow control devices
around fluid machinery. Fig. 1 illustrates the basic config-
uration of a DBD-PA. It consists of a dielectric and a pair
of electrodes. The authors aim to develop DBD-PA devices
for large-scale airfoils under high Reynolds number (Re)
conditions such as Re=O(106). Herein, the dimensionless
number Re is defined as

Re =
ρ∞u∞c

µ
, (1)

where ρ∞ is the mainstream mass density, u∞ the main-
stream velocity, c the chord length, and µ the viscosity co-
efficient, respectively. Aono et al. [2] numerically showed
that a DBD-PA operated in a high burst frequency mode
could promote the transition from laminar to turbulent state
in a separated shear layer around a leading edge of an air-
foil under relatively low Reynolds number air flow condi-
tions of Re=O(105), consequently disappearing a separated
shear layer. In contrast, the numerical study of a DBD-PA
for an airfoil at Re=O(106) by Sato et al. [3], where a sep-
arated turbulent shear layer was formed around the lead-
ing edge under no control, showed that the DBD-PA with

Exposed 
electrode

Encapsulated 
electrode

Dielectric barrier discharge

dielectric

Induced flow

Figure 1: Basic configuration of DBD-PAs

a high burst frequency was ineffective in suppressing the
separated shear layer. Moreover, their numerical study sug-
gested that merging a large-scale vortex originating from a
separated shear layer with a vortex induced by the DBD-PA
effectively improved the lift force of the airfoil through the
formation of a high-energy vortex.

Based on the effects of DBD-PA shown by Sato et al.
[3], in this paper, we present the idea of generating a strong
clockwise vortex near the leading edge of an airfoil by a
DBD-PA inducing the flow in the direction opposite to the
mainstream, and we also examine the effectiveness of this
idea for the aerodynamic characteristics of airfoil in high
Reynolds number air flow of Re=O(106). In our previous
paper[4], we proposed and developed a series-connected
type DBD-PA device with multiple DBD-PA elements and
also experimentally demonstrated that the series-connected
type DBD-PA device can effectively enhance the velocity of
induced flow, compared to conventional, single-type DBD-
PA devices (Fig. 1). In the series-connected type DBD-PA
device, the encapsulated and exposed electrodes between
adjacent units of the multiple DBD-PA elements are in-
terconnected and share the same potential. Consequently,
each DBD stage in the series-connected type DBD-PA in-
duces and powers the flow in the same direction. This pa-
per proposes using a series-connected type DBD-PA de-

Main
stream

Wiring

Induced flow

Install point

Figure 2: Schematic of series-connected DBD-PA device
with two DBD-PA elements on airfoil surface
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Table 1: Operation cases of DBD-PAs

Cases Total number of DBD-PA elements Dc (-) DT (-) fbase (kHz) F+ (-)

Counter-1 1 10.0 30.0 100.0 1.0
Counter-2 2 10.0 30.0 100.0 1.0
Counter-3 3 10.0 30.0 100.0 1.0

Figure 3: Temporal variations of lift coefficient CL for the
no-control case, and the cases: Counter-1, Counter-2, and
Counter-3

vice with multiple DBD-PA elements to induce the coun-
terflow against the mainstream direction. We expect that
the counterflow induced by the series-connected DBD-PA
would contribute to form large-scale vortices over an airfoil,
improving the aerodynamic characteristics of the airfoil in
high Reynolds number air flow.

The objective of this study, therefore, is to examine
the effect of a series-connected DBD-PA device inducing a
counterflow against the mainstream on the flow filed around
an airfoil in high Reynolds number air flow and its aerody-
namic characteristics by two-dimensional, electrohydrody-
namic (EHD) numerical simulation.

II. METHODOLOGY

In our numerical simulations, the conservation equa-
tions of mass, momentum, and total energy conservation
equations for air flow around an airfoil were employed as
the governing equations, where the electrohydrodynamic
(EHD) effects were considered using Suzen-Huang’s model
[5]. Turbulent effects were treated with the coherent-
structure Smagorinsky model (CSM) for LES developed by
Kobayashi [6]. The governing equations were expressed in
two-dimensional (x − y) approximation. A standard cell-
centered finite volume method was adopted for discretizing
the governing equations in space. The numerical fluxes of
the convection terms in the governing equations were eval-
uated using SLAU2 scheme [8] coupled with the fourth-
order, compact monotone upstream-centered schemes for

Figure 4: Distributions of pressure coefficient Cp along the
surface of the airfoil for the no-control case, and the cases:
Counter-1, Counter-2, and Counter-3

conservation laws (MUSCL) TVD scheme [9]. The diffu-
sion terms were calculated using the Green-Gauss theorem
(G-G) gradient scheme [10].

For this study, NACA0015 was adopted as the shape
of the airfoil. As the air flow condition, the dimension-
less number Re and an angle of attack (AoA) were set to
1.2 × 106 and 20 degrees, respectively, where a boundary
layer separation occurs after the flow in the shear layer over
the airfoil transitions from laminar to turbulent state. Ta-
ble 1 lists the number of DBD-PA elements of the series-
connected DBD-PA devices and the operating cases speci-
fied for this study, where fbase is the base frequency of a
sinusoidal wave applied to the DBD-PA device, and F+ is
the dimensionless burst frequency, which is defined as

F+ =
f+c

u∞
, (2)

where f+ is the burst frequency. Furthermore, in Table 1,
DT is the duty ratio defined as the ratio of the on-time to
off-time of the DBD-PA as 1/f+; Dc [11] is the dimen-
sionless parameter of Suzen-Huang’s model describing the
effect of the EHD body force fEHD induced by the DBD-
PA relative to the dynamic pressure of mainstream, which
is defined as

Dc =
ρc,maxEmaxc

ρ∞u2∞
, (3)

where ρc,max is the maximum charge density generated
around the DBD-PA and Eref is the maximum electric
field strength. In the cases “Counter-1”, “Counter-2”, and
“Counter-3”, the series-connected DBD-PA was assumed to
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Figure 5: Distributions of spanwise vorticity ωz at dimensionless time t∗=4.0, 4.8, 5.6, and 6.4 for the no-control case,
Counter-1, and Counter-3

have one (single), two, or three DBD-PA elements imple-
mented to induce the flow by each DBD-PA element in the
opposite direction to the mainstream. For all of the cases,
the exposed electrode edge of the final element of the series-
connected DBD-PA in the downstream direction of the in-
duced flow was positioned at 2% of the chord length, as
indicated by the blue circle in Fig. 2 which approximately
corresponds to the laminar separation bubble over the air-
foil.

III. RESULTS

Fig. 3 represents the temporal variations of the lift coef-
ficient CL for the no-control case, and the cases: Counter-1,
Counter-2, and Counter-3. Herein, the coefficient CL is de-
fined as

CL =
2L

ρu2∞c
, (4)

where L is lift force acting on the entire airfoil. Note that
the horizontal axis in Fig. 3 shows the dimensionless time

t∗ = tu∞/c. Compared to the no-control case, the time-
averaged CL from t∗ = 3 to 8 decreases by approximately
9.7% in Counter-1, but it increases as the number of DBD-
PA elements increases. The averaged CL in Counter-3 is
4.3% higher than the no-control case. Furthermore, the am-
plitude of CL is hardly affected by the flow control.

Fig. 4 shows the distributions of pressure coefficient
Cp along the airfoil for the no-control case, Counter-1,
Counter-2, and Counter-3. The coefficient Cp is defined
as

Cp =
2(p− p∞)

ρu2∞
, (5)

where p is the static pressure at each point on the airfoil and
p∞ is the mainstream static pressure. Note that the values
Cp in Fig. 4 correspond to the time-averaged values from
t∗ = 3 to 8 in Fig. 3. In Counter-1 inducing the flow in the
opposite direction to the mainstream by the single DBD-
PA device, the coefficient Cp increases at the upper side of
the airfoil in x/c = 0.0 to 0.4, while it decreases at the
trailing edge of the airfoil. In Counter-2 and Counter-3, the
coefficient Cp slightly decreases in x/c =0.2 to 0.7 around
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the center of the airfoil. The increase in the time-averaged
CL in Counter-2 and Counter-3 shown in Fig. 3 is due to
the decrease in Cp at the center of the airfoil.

IV. DISCUSSION

In Sec. III., compared to the no-control case, the time-
averaged CL slightly increased in Counter-2 and Counter-3,
while decreased in Counter-1. To consider this reason, we
focus on the effect of DBD-PA driving on the temporal vor-
tical structures. The distributions of spanwise vorticity ωz

at dimensionless times t∗=4.0, 4.8, 5.6, and 6.4 for the no-
control case, Counter-1, and Counter-3 are given in Fig. 5.
Positive vorticity observed in Fig. 5 indicates counterclock-
wise vortices, while negative vorticity indicates clockwise
vortices, respectively.

In the no-control case, clockwise vortices generated
from the separated shear layer are carried downstream by
the mainstream. Additionally, counterclockwise vortices
periodically generated from the trailing edge interact with
the clockwise vortices, forming a complex flow field.

In both of Counter-1 and Counter-3, a flow induced by
the DBD-PA device in the opposite direction against the
mainstream generates periodic and clockwise vortices over
the upper airfoil surface in the region of 0≤ x ≤0.4 m. But,
in terms of the magnitude of vorticity ωz , Counter-3 shows
a larger magnitude of negative vorticity ωz near the leading
edge of the airfoil (x = 0.15 m) compared to Counter-1,
indicating the formation of stronger clockwise vortices in
Counter-3 than in Counter-1.

V. CONCLUSION

In this study, two-dimensional electrohydrodynamic
simulations were conducted to seek an effective control
method of high Reynolds number flow around an airfoil
equipped with series-connected dielectric barrier discharge
plasma actuator (DBD-PA) device. In the numerical simu-
lations, the series-connected DBD-PA device was assumed
to have one (single), two, or three DBD-PA elements. Re-
gardless of the element numbers, the DBD-PA device was
installed near the leading edge of the airfoil. Furthermore,
the series-connected DBD-PA device was driven to induce
the flow in the opposite direction against the mainstream.

Compared to the no-control case, the time-averaged
lift coefficient was decreased by the DBD-PA with a
single element, while it was slightly increased by the
series-connected DBD-PA with two and three elements.
The series-connected DBD-PA periodically induced strong
clockwise vortices over the upper airfoil, slightly increasing
the time-averaged lift coefficient.

This study suggests that the flow control method us-
ing series-connected DBD-PAs to generate a high-velocity
counter-flow against mainstream is effective for improving
the aerodynamic characteristics of high Reynolds number
flow around an airfoil.
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I.  INTRODUCTION 
 

Avoiding the adhesion and accumulation of particles 

on surfaces is extremely important in numerous 

technological and industrial applications. For example, 

fine powdery materials are usually pneumatically 

conveyed through pipes in the pharmaceutical, chemical, 

cement and food sectors. In all these industries, pipeline 

blockage is one of the most common and troublesome 

problems that can affect pneumatic conveyor systems [1]. 

In photovoltaic power plants, dust accumulation on solar 

panels causes drastic losses of efficiency [2], and great 

effort has been made in implementing cost-effective 

systems for cleaning solar panels. 

Accumulated particles on surfaces can be removed 

using the electrostatic and electrodynamic forces that arise 

in electrical discharges, particularly in corona and 

dielectric barrier discharges [3]. During the development 

of the discharge, particles become electrostatically 

charged and, moreover, they are subjected to the effect of 

the ionic wind generated by the discharge itself. Both 

factors decisively contribute to the rapid elimination of 

particles from the surface.  

This work will investigate the removal of fine CaCO3 

particles deposited on a surface using dielectric barrier 

discharge (DBD). Since particle adhesion is strongly 

dependent on particle size, special attention will be paid to 

the influence of particle size on the time required to 

remove them from the surface. 

 

II. MATERIALS AND METHODS 

 

The dielectric substrate of the DBD reactor consisted 

of a FR-4 glass epoxy board, 60 mm long and 30 mm wide, 

which was cut as shown in Fig. 1. On the top of glass 

epoxy board, an array of 14 copper strips, 1 mm wide, 

were arranged in parallel separated by 3 mm (red lines in 

Fig. 1). Similarly, on the lower side, 15 parallel copper 

strips were also distributed (blue lines in Fig. 1). Each strip 

on the upper side was equidistant from two strips on the 

lower side. The lower side of the reactor was covered with 

a second FR-4 board, with identical geometry, but without 

copper strips. 

The copper strips on the upper side of the board were 

connected to a high-voltage amplifier (20/20C-HS, Trek 

Inc.) that amplifies the signal produced by an arbitrary 

waveform generator. Conversely, the copper strips on the 

lower side of the board were grounded, with a 1 μF 

capacitor inserted in the path to ground. Therefore, the 

intensity of the electrical discharge can be determined by 

measuring the voltage drop across the capacitor. 

The particles used in this investigation were made of 

natural calcium carbonate (99.10 % CaCO3). Four 

different sets of particles were used in the experiments, 

with predominant particle size of 15 μm, 30 μm, 45 μm 

and 80 μm. In each experiment, one gram of CaCO3 

particles was deposited on the glass epoxy board, covering 

a rectangular area 53 mm × 22 mm corresponding to the 

array of electrodes on the board. 

When the DBD reactor is energized, the CaCO3 

particles are progressively swept from the surface of the 

dielectric by the effect of Coulomb force and the ionic 

wind. To measure the efficiency of the DBD in removing 

the CaCO3 powder, the mass of particles ejected over time 

was measured using an analytical balance (AB204-

S/FACT, Mettler Toledo), with a resolution of 0.1 mg. 

 

III. RESULTS 

 

In the present study, the DBD was generated using a 

sinusoidal waveform, with frequency 50 Hz and amplitude 

18 kV peak-to-peak. The removal of particles deposited on 

the dielectric occurs through several concurrent 

mechanisms. On one hand, during the electrical discharge, 

the particles acquire an electric charge and can be repelled 

by the electrodes when they have the same polarity as the 

particles. On the other hand, the ions generated during the 

discharge transfer momentum to the gas molecules 
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through collisions, leading to the generation of an electric 

wind capable of dragging the particles deposited on the 

dielectric. 

The photograph in Fig. 2 shows the light emitted by 

the discharge (ISO 6400, f/3.5, 2.5 s) in the absence of 

particles. This image provides relevant information about 

the intensity of the electrical discharge. As expected, the 

discharge is more intense at the tips of the electrodes, 

while it is practically absent in the concave corners located 

along the central axis of the electrode array. For this 

reason, the removal of CaCO3 particles deposited on the 

dielectric begins at the outer regions and then progresses 

inward. Additionally, current intensity measurements 

show that the microdischarges of the DBD exhibit 

different intensities during the positive and negative 

voltage half-cycles, being much greater during the 

negative voltage half-cycle. 

As is customary, the electrical energy E consumed in 

each discharge cycle can be determined as 

 

 𝐸 = 𝐶 ∫ 𝑉𝑑𝑉𝐶
𝑇

0
, (1) 

 

where V is the voltage applied to the reactor and VC is the 

voltage drop across the capacitor connected in series with 

the reactor, with a capacitance of C = 1 μF. Since CVC 

corresponds to the charge Q stored in the capacitor, the 

result of (1) is equal to the area enclosed by the Lissajous 

figure that plots Q as a function of V. Fig. 3 shows this 

curve, which takes the usual form of a parallelogram. The 

value of VC was averaged over multiple cycles to eliminate 

high-frequency oscillations associated with the micro-

discharges. The average energy consumed by the DBD 

obtained in this manner was 1.8 mJ/cycle, or equivalently, 

90 mW. 

Fig. 4 shows, for different CaCO3 particle sizes, the 

time evolution of the mass m that remains on the dielectric 

substrate after the discharge is activated. This mass was 

determined based on the mass collected on the balance, 

considering that the initial mass deposited on the dielectric 

was m0 = 1 g. A small fraction of the expelled particles 

adheres to nearby surfaces and is not recorded by the 

balance. For this reason, and to facilitate comparison 

between different experiments, the mass measured by the 

balance was normalized to m0. 

As can be observed, the time required to completely 

remove the layer of CaCO3 deposited on the dielectric 

depends on the particle size, and decreases as the particle 

size increases. This behavior is consistent with the fact that 

the Van der Waals adhesion force between particles 

(assumed spherical) scales with the particle radius R, 

while the maximum electrical charge they can acquire is 

proportional to R2, and their weight increases as R3. 

Therefore, the Van der Waals force is particularly 

significant for the finest particles (15 μm). Of course, the 

problem is certainly more complex, because in addition to 

Van der Waals force, Coulomb force and gravitational 

force, the drag force due to the electric wind can also be 

present.  

The effect of particle size on the time required to 

sweep the particles from the surface can perhaps be seen 

more directly in Fig. 5, which shows the average time, 

calculated as 

 

 〈𝑡〉 =
1

𝑚0
∫ 𝑡 𝑑𝑚

𝑚0

0
=

1

𝑚0
∫ 𝑚 𝑑𝑡

∞

0
. (2) 

 

It is interesting to note that, for particle sizes above 

45 μm, the sweeping time of the particles does not 

decrease with increasing size, but instead slightly 

increases from 45 μm to 80 μm. This behavior may be due 

 

Figure 1. Schematic picture of the dielectric barrier discharge reactor 

used in the experiments. Copper electrodes on the upper (lower) side of 
the dielectric substrate are shown in red (blue) colour. 

 

Figure 2. Photograph of the visible light emitted by the DBD for a 
frequency of 50 Hz and applied voltage of 18 kV peak-to-peak, when the 

dielectric substrate is not cover with CaCO3 particles. Film speed: ISO 

6400, f-number: 3.5, exposure time: 2.5 s. 

 

Figure 3. Lissajous curve of electric charge as a function applied voltage 
for a DBD of frequency of 50 Hz and applied voltage of 18 kV peak-to-

peak. 
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to the growth of the relative importance of gravitational 

force as the particle radius becomes larger. 

Taking the mean particle sweep time as a reference, 

the energy consumed by the discharge to remove particles 

from the dielectric substrate varies from 0.45 J/g for the 

finest particles (~15 μm), to 0.12 J/g for 45 μm particles. 

 

V. CONCLUSION 
 

Dielectric barrier discharge (DBDs) is an effective 

means for removing fine CaCO3 particles from dielectric 

surfaces. However, the efficiency of particle removal 

strongly depends on particle size. Smaller particles 

(~ 15 μm) are more difficult to remove because of Van der 

Waals adhesion forces. As particle size increases up to 

45 μm, removal becomes faster, as the electrostatic and 

aerodynamic forces overcome adhesion forces more 

effectively. Finally, for particle sizes larger than 45 μm, 

the removal time slightly increases, likely due to the 

increasing influence of gravitational force,  

The removal process starts at the edges of the 

electrode array—where the discharge is most intense—

and progresses inward, correlating with observed non-

uniformity in discharge intensity across the surface. The 

energy consumption of the DBD system was measured to 

be approximately 0.45 J/g for the finest particles (~15 μm), 

making the method relatively energy efficient. 

 

ACKNOWLEDGMENT 

 

This work was supported by the Spanish State 

Research Agency (contracts TED2021-132676A-I00, 

funded by MCIN/AEI/10.13039/501100011033 and by 

NextGenerationEU/PRTR, EU; and PID2022-138943OB-

I00, funded by MICIU/AEI/10.13039/501100011033 and 

by FEDER, EU).  

REFERENCES 

 

[1] G.E. Klinzing. Pneumatic conveying: transport 

solutions, pitfalls, and measurements, Handbook of 

Powder Technology, 10: 291-301, 2001. 

[2] H. A. Kazem, M. T. Chaichan, A. H. A. Al-Waeli, 

and K. Sopian. A review of dust accumulation and 

cleaning methods for solar photovoltaic systems, 

Journal of Cleaner Production, 276:123187, 2020.  

[3] A. Tilmatine, N. Kadous, K. Yanallah, Y. Bellebna, 

Z. Bendaoudi, and A. Zouaghi. Experimental 

investigation of a new solar panels cleaning system 

using ionic wind produced by corona discharge, 

Journal of Electrostatics, 124:103827, 2023. 
 

 

 

Figure 4. Time evolution of the mass of CaCO3 particles remaining on 
the dielectric substrate after the activation of the DBD for different 

particles size. 

 

Figure 5. Mean sweep time of particles from the dielectric substrate as a 

function of the characteristic particle size of the CaCO3 powder. 
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I.  INTRODUCTION 
 
In recent years, Gliding Arc Discharge (GAD) has 

taken on a very important position as a new mechanism 
for atmospheric discharge, with application in areas such 
as exhaust gas treatment, water treatment and even carbon 
capture from carbon dioxide. GAD was discovered by A. 
Czernichowski in 1989 [1-3]. The working gas flow for 
this GAD is strongly related to the discharge phenomenon. 
The relationship between the working gas of GAD and 
plasma phenomena is shown below in relation to the 
discharge research of many previous researchers. 

Discharge phenomena are unlikely to occur in 
atmospheric pressure environment, so in earlier times 
there was little of interest to researchers except for direct 
current arc discharge. However, atmospheric pressure 
discharges have already been known in the field of 
electrical and high voltage engineering since 1950s, and 
experiments on atmospheric pressure high frequency 
inductively coupled plasma (ICP) were reported by T.B. 
Leed and colleagues in 1960s, followed by a physical 
model proposed by Eckert and others [4]. T.B. Leed and 
colleagues used a large flow of working gas inside a 
discharge tube wound with a working coil as the device to 
generate ICP. A pump with a high exhaust velocity was 
equipped downstream due to the large gas flow from the 
upstream of the discharge tube. They observed that the 
position of the ICP plasma emission changed in the axial 
direction of the discharge tube when the gas flow velocity 
was changed when a high-frequency induced discharge 
was maintained. This showed that the gas flow velocity, 
which is a relatively slow phenomenon, is strongly related 
to the fast response of the plasma. Plasma generation by 
atmospheric pressure discharges has so far been largely 
divided into two categories in terms of electrical power. 
DC arc and ICP are high power discharge and are driven 
by low voltage and high current. dielectric barrier 

discharge, corona discharge and streamer, on the other 
hand, are high-voltage, low current discharge and the total 
power is not large. GAD is in the middle part of the power 
range and is seen as an extremely important phenomenon. 
In other words, ICP has extremely high thermal 
equilibrium temperature and big power consumption, 
which limits its application. On the other hand, dielectric 
barrier discharge and corona discharge have low power 
consumption per electrode area, and require a large area 
for large-scale treatment for objects. In contrast, GAD can 
consume a reasonable amount of power depending on the 
equipment configuration, and there are high expectations 
for large-scale processing. However, number of 
fundamental challenges exist in principle for GAD. The 
characteristics of GAD can be summarized in the 
following points. 

 
(1) Simple structure constructed with only high-

voltage transformer using a commercial power supply   
(2) Non-steady state discharge plasma   
(3) Difficult to maintain a stable continuous discharge 
 
Firstly, (1), because atmospheric pressure discharge 

does not require a vacuum exhaust system and a power 
supply consists only of a commercial power supply and 
high-voltage transformer, it has advantages in terms of 
cost and fault-tolerance. On the other hand, (2), with 
regard to non-steady state, GAD have a considerably long 
period of time during which the discharge is stopped. In 
other words, there is a time when the arc is arc extinction. 
The arc extinction strongly depends on the electrode 
configuration and gas flow rate, but during the time when 
the discharge is stopped, the working gas passes directly 
through the electrodes. In other words, the working gas 
passes through without being plasma. In addition, a stable 
AC arc is required for the start of the discharge, as the arc 
discharge between the electrodes is the start of the 
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discharge. However, as the start of the arc is strongly 
dependent on the electrode configuration, it can be 
difficult to adjust the power consumption of GAD and the 
control of current and voltage characteristics. For these 
reasons, despite the attractive and promising prospects of 
GAD, there are some characteristics that make them 
difficult to use. However, despite the strong dependence 
of GAD on electrode geometry, there are few research 
reports on that geometry. 

This paper presented a proposal for electrode 
development that reduces the problem of non-steady state 
discharge by reviewing the rod and plate electrode 
geometries that have been used empirically by many 
researchers.  

 
A.  Basic configuration of single-phase GAD 

 
The basic GAD is single-phase GAD. The 

configuration of a single-phase GAD with knife-edge 
electrodes is shown in Fig. 1. This electrode structure 
generates a two-dimensional discharge surface. This 
means that, in principle, the plasma space is sheet shaped.  

  

 
Fig. 1. Configuration diagram of GAD 

 
The same applies to rod electrodes. In Fig.1, the 

electrode spread is shown as a straight line, but in many 
research cases, the opening is larger towards the top of the 
electrode. d0 indicates the shortest distance between 
electrodes at gas inlet. The discharge starts from AC arc in 
this area and the discharge path progresses downstream of 
the gas flow, terminating in the middle or at the top of the 
electrode spread, thus extinguishing arc. When the arc is 
extinguished, the next discharge is repeated, starting again 
from the lowest point. At this point, the gas flow from the 
bottom end significantly contributes to the characteristics 
of the discharge. GAD does not start without gas 
introduction. If the gas is stopped during the discharge, the 
discharge also stops. In many research papers, protective 
resistor (RL and RH) is inserted on the primary or 
secondary side of the power supply, as shown in Fig.1 (a) 
and (b). These are inserted to prevent damage to the high-
voltage transformer in case of AC arc, as the transformer 
is close to short-circuiting. However, this protective 
resistor consumes power and loses the power input to the 
plasma. Discharge path exist in the space between the 
electrodes, and in single-phase GAD configuration, the 
discharge path has a strong two-dimensionality. In other 
words, when the discharge tube housing the electrodes is 

cylindrical, both the problem of non-steady state and the 
two-dimensionality of the discharge path are related to the 
untreated working gas. Easiest way to avoid this problem 
of two-dimensionality is to make it multi-phase, and we 
had developed GAD equipment such as 3-phases 3-
electrodes, 6-phases 6-electrodes and prototype 12-phases 
12-electrodes model. The electrode configuration is 
shown in Fig. 2 (a) and a photograph of the discharge state 
is shown in Fig. 2 (b) [5-7] . 

 

        
(a)                                              (b) 
Fig. 2. 3 and 6 phases GAD system 

 
However, multi-electrode configuration complicates 

the equipment configuration, especially 6 and 12 phases 
types require a special power supply sysytem, which 
moves away from GAD characterized for their simple 
structure. But, in the case of a 6-electrodes, there would be 
two or three discharge paths, covering the entire discharge 
tube, as shown in Fig.3, and the untreated rate of working 
gas would be significantly reduced.  

 
Fig. 3. High-speed camera image taken at 10000 fps from the top 

 
Therefore, it was considered whether it would be 

possible to fill the discharge tube with discharge path in a 
simple single-phase GAD. The method can be divided into 
two parts. One is to change the two-dimensionality of the 
discharge path to three-dimensional by twisted electrodes 
as shown in Fig. 4. 

 
Fig. 4. Rod Electrodes with 180° twist angle 

 
The other is radial gas introduction, which is carried 

out in a tornado type GAD (gliding arc in tornado, GAT) 
[8,9]. GAT is a very good idea and can significantly 
reduce the amount of unprocessed gas due to non-steady 
state. However, GAT is very different from classical GAD 
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and is not suitable for comparison here, nor will it be 
discussed. The introduction of gas in the radial direction is 
expected to increase the residence time of the gas in the 
discharge space. 

 
II. EXPERIMENT 

 
Two types of twisted GAD electrodes were prepared 

in this study. They were rod electrode and plate electrode. 
Discharge phenomena were measured using a high-speed 
camera (Nobby Tech, Phantom V1210) and an 
oscilloscope (Lecroy WaveRunner, 204Xi-A) for I-V 
measurements synchronized with it, a current probe 
(Tektronix, TCP2020), a high-voltage probe (Tektronix, 
P6015A) and a pulse generator (Hamamatsu, C10149) 
were used. The measurement system is shown in Fig. 5. 
Ar, CO2, N2, O2 and He were used as the working gases, 
with flow rates varying from 5 ℓ/min to 50 ℓ/min 
respectively. 

 
Fig. 5. Experimental setup of synchronized high-speed 

CAM & I-V measurement system 
 

III. RESULTS 
 

A.  Rod electrode 
 
Experiments were carried out at 90° and 180° twisted 

angles at rod electrode. The results with regard to gas type 
dependence at 90° twist are shown in Fig.6.  

 

 
Ar                              N2                        CO2 

Fig. 6.  10000fps High-speed camera images at 180° 
twisted rod electrodes by gas type 

 
The image position of the discharge path for each gas 

shows the same number of frames after ignition, that 
means same time after ignition. High-speed camera 
images showed no significant dependence on gas species, 
and the discharge path raised after the initial ignition at the 
lower end of the electrode. However, there were 
differences in the position of the electrode depending on 
the gas species. In Ar, it sometimes reached up to the top, 
but in N2 and CO2, it remained in the middle position. A 
low-speed image in Ar is shown in Fig 7. Only one 
discharge path was existent, but due to the long exposure 
time, ignition at the lower end was visible after the arc was 
extinguished at the upper end. 

 
Fig. 7. Long exposure image at 180° twisted rod electrodes 

by Ar 50 ℓ/min 
 
B.  Plate electrode 

Experiments were also carried out on plate electrode 
at twist angles, 90° and 180°. In the plate electrode, the gas 
introduction part at the bottom was equipped with gas 
introduction ports at an angle of 45° to the bottom plane 
from 4 different directions, in addition to the bottom end 
of the electrode, where the flow rate can be controlled 
individually from 4 different directions. The configuration 
of the twisting electrode and gas inlet port is shown in Fig. 
8.  

 
Fig. 8. Twisting electrode and gas inlet port configuration 

 
Typical high-speed camera images of Ar gas flow 

rates of 50 ℓ/min from the bottom end and 10 ℓ/min from 
the bottom and 40 ℓ/min from one 45° port (total 50 ℓ/min) 
are shown in Fig. 9.   

 
Fig. 9 High-speed camera image at 10000 fps 

(a) Ar 50 ℓ/min from bottom, (b) Ar 10 ℓ/min from bottom, 
40 ℓ/min from one 45° port 

 
In the case where the gas introduction was only at the 

bottom, the discharge path extended almost directly above 
the gas introduction direction. In the case where gas was 
introduced from one 45° direction, as shown in the Fig. 9., 
the discharge path moved in the direction of gas diffusion. 
Furthermore, the discharge path itself was more twisted 
and the discharge path itself was three-dimensional. 

A low-speed image at 300 fps is also shown in Fig. 10. 
The discharge path almost reached the top of the electrode, 
confirming that the discharge path was rotating and rising 
since the ignition. It was also confirmed that the discharge 
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path was flowing in the direction of gas diffusion due to 
gas injection from the 45° port.   
 

 
Fig. 10.  low-speed images at lower end and 45° gas 

injection at Ar 50 ℓ /min 
 

IV. DISCUSSION 
 
It was confirmed that the twisted electrode structure 

causes the discharge path to rise along the twist of the 
electrode. In other words, it was confirmed that the 
strongly two-dimensional discharge path in a plate 
electrode configuration inside the discharge tube becomes 
three-dimensional by twisted electrode. It is important to 
consider the relationship between the rate of rise of the 
discharge and the gas diffusion speed.  Evaluation of the 
high-speed camera images confirmed that the discharge 
path rises average rate of 25 m/sec at 30 ℓ/min by Ar, 
which was by faster than the diffusion speed of the gas 
supplied by the 1/4-inch pipe. The speed of movement of 
the discharge path determined from the image analysis of 
the high-speed camera is shown in Fig. 11.  
 

 
Fig. 11. Dependence of the speed of movement of the discharge 

path by Ar gas flow rate 
 
Because at 30 ℓ/min, the gas velocity inside 1/4-inch 

pipe where the gas was introduced was about 35 m/sec, 
but because the inner diameter of the discharge tube was 
76 mm, the gas diffused after being released into the 
discharge tube and the flow velocity slowed down rapidly. 
However, the relationship between the arc extinction time 
of the discharge and the survival time of the plasma has to 
be considered. The rate of rise of discharge path and arc 
extinction time were strongly related to the gas flow rate 
and applied voltage between the electrodes, so efforts 
must be made to find the optimum values. Also, although 
the graph is not shown here, with regard to I-V 
characteristic in the discharge, it depends not only on gas 
flow rate and applied voltage between the electrodes, but 
also on the gas flow rate from the 45° incidence port. 
Therefore, if the axial gas diffusion velocity can be 
suppressed by reducing the gas flow rate from the lower 

end and increasing the gas in the radial direction, this will 
have a positive effect on the gas treatment leakage during 
the arc extinction time.  

It is unclear why gas introduction with a radial 
component causes the discharge path to move. The 
direction of movement of the discharge path was in the 
direction of gas injection from the gas introduction pipe 
and was almost perpendicular to the discharge path. The 
introduced gas was at about room temperature, but the 
temperature of the resident gas particle density decreases 
because power was consumed by plasma inside the 
discharge tube. Because of the temperature and the density 
difference between the resident gas and the gas 
immediately after introduction, they will not mix easily 
and will propagate into the discharge path. This difference 
in particle density and temperature is considered to be 
strongly related to the movement of the discharge path.  

 
V. CONCLUSION 

 
The simplest classical single-phase GAD is a very 

good atmospheric discharge configuration. However, 
because it is single-phase, the electrode configuration is 
plane and the discharge path is highly two-dimensional. 
This poses a challenge for atmospheric pressure plasma 
generation for gas processing purposes. In this study, the 
discharge path was turned three-dimensional by preparing 
the single-phase electrode from a planar structure to a twist 
into an electrode. It was also confirmed that the position 
of the discharge path can be moved by adding gas injection 
with radial component. The axial component of the radial 
gas diffusion velocity was smaller than the axial injection, 
which was advantageous for gas treatment. In conclusion, 
it was shown that single-phase GAD has the potential to 
generate three-dimensional plasma space equivalent to 
that of multi-electrode GAD. 
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I.  INTRODUCTION 
 
Flow phenomena induced by electrohydrodynamics 

in dielectric liquids, particularly in the context of a blade-
plane electrode configuration, have been extensively 
studied both numerically and experimentally. The EHD 
flow that occurs in this configuration can result from either 
injection or conduction mechanisms of charge transport 
within the dielectric liquid. This study primarily focuses 
on the injection mechanism, which is triggered when the 
electric field at the electrode tip surpasses a certain 
threshold. In the injection phenomena, the blade serves as 
a charge particle emitter, while the plane electrode acts as 
a collector. The injected charged particles induce motion 
in the surrounding fluid by transferring their momentum 
to neutral fluid particles, setting the fluid in motion 
towards the plane electrode in a jet-like manner. This jet-
like flow is commonly referred to as an 
electrohydrodynamic plume. A distinctive feature of EHD 
plumes is that the resulting jet flow occurs without any 
mass transfer in the bulk, offering a significant energy 
advantage over other fluid movement methods such as 
blowing or suction. This type of jet flow has been 
investigated for various applications, including enhancing 
heat transfer to cool hot walls, mixing different miscible 
fluids, and controlling flow, among others (Wu et al [1]). 
Therefore, just like thermal plumes, an in-depth study of 
EHD plumes is crucial from an industrial perspective. 
Vazquez et al [2] conducted a comparative study of 
thermal and EHD plumes, analyzing axisymmetric plumes 

across various Prandtl numbers. Subsequent numerical 
studies by Vazquez et al. utilized finite element-based 
numerical approaches to accurately describe the EHD 
plumes and their characteristics. Pérez et al [3] conducted 
studies to analyse the dynamics and linear stability of 
charged jets in dielectric liquid and in [4] Pérez et al. 
examined the EHD plumes in a blade-plane setting, using 
a Finite Volume method with a TVD scheme (SMART), 
and discussed different flow regimes. Traoré et al. [5] 
numerically analyzed EHD plume flows with different 
blade configurations, incorporating various injection laws. 
They found that the blade shape and injection laws 
significantly impact the flow structure, particularly the 
transition of flow from steady to unsteady regimes.  

To date, most, if not all, studies on this subject have 
been conducted in 2D. However, in our ongoing study, we 
are conducting purely 3D numerical simulations. These 
simulations conclusively demonstrate that the flow is 
strongly 3D, even for moderate values of the electrical 
Reynolds number. This confirms the necessity of 
considering the flow as three-dimensional for this type of 
study. 
The reminder of this paper is organized as follows: 
In the following section the formulation of the problem 
will be stated in terms of governing equations and 
numerical methods. Then in the section III we will discuss 
the main results obtained. Finally, a conclusion is drawn 
up in section IV. 
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Abstract- This study investigates the electrohydrodynamic (EHD) flow phenomena induced by unipolar charge 
injection in a blade-plane electrode configuration within a dielectric liquid in a threedimensional framework. 
Numerical simulations have been conducted using the Oracle3D finite volume code on a refined computational 
grid to analyze the behavior of EHD plumes, which are jet-like flows generated by the interaction of injected 
charges with the surrounding fluid. The blade electrode acts as a high-voltage emitter, while the plane electrode 
serves as a grounded collector. The study focuses on the transition from steady to unsteady flow regimes, influenced 
by the blade geometry, injection laws, and electric Reynolds number. Results reveal that the injection mechanism 
significantly impacts flow structures, including the formation of Kelvin-Helmholtz instabilities and turbulent 
mixing. The study also highlights the role of injection laws in determining charge distribution patterns and flow 
dynamics, with stronger coupling between charge density, electric field, and velocity observed in non-autonomous 
injection cases. These findings provide valuable insights into the design and optimization of EHD systems for 
applications such as heat transfer enhancement, fluid mixing, and flow control. 

 
Keywords- 3D numerical simulation, Unipolar charge injection, Blade-plane electrode, Kelvin-Helmoltz 

instability. 
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II. FORMULATION OF THE PROBLEM  
 

A.  Governing equations 
This study examines the 3D electroconvective flow 
generated by Coulomb's force within a dielectric liquid 
containing electrical charges, positioned between two 
metallic electrodes under constant voltage. The electrode 
configuration consists of a blade electrode with a small tip 
curvature radius r that injects electrical charge into the 

liquid following a specific relationship ( )q f E


. This 

injection relationship determines the charge density at 
every point along the blade electrode's surface. The second 
electrode is a plate positioned at a distance d from the 
blade (as illustrated in Fig 1). 
 

 
Fig. 1. Sketch of the blade-plane configuration 

 
 The electric charge moves toward the collecting electrode 
under the combined influence of the electric field and fluid 
velocity. In formulating this problem, we employ standard 
assumptions of a newtonian incompressible fluid 
characterized by kinematic viscosity   and density   . 

The fundamental scaling parameters include the distance 
d, the injected charge density q0, and the velocity 

0 0 1( ) /HU K V V d  , where V0 and V1 represent the 

respective electrode potentials and /HK    denotes 

the hydrodynamic velocity.   represents here the 
permittivity. The governing equations in dimensionless 
form are as follows: 
 

0u 
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where u


is the fluid velocity, p is the modified pressure 

which is the sum of the static pressure p and the scalar 
from which the electrostriction force derives [10]. As the 
fluid is homogeneous and isothermal the dielectric force 

vanishes and only the Coulomb force qE


 acts on the fluid. 

q is the charge density. V is the electric potential, E


 is the  

electric field. The non dimensional numbers involved in 

this problem are the Reynolds number 0 1( )
ey

V V
R


 




HK
M

K
 is the ratio between the so-called hydrodynamic 

mobility and the true mobility of ions. It gives an order of 
the magnitude of the velocity of the fluid while K stands 

for the ionic mobility. 
2

0

0 1( )

q d
C

V V



 is a dimensionless 

measure of the injection strength, d being the distance 
between the two électrodes. 
 
B.  Numerical method 
 
The study utilizes the Oracle3D finite volume code to 
solve the governing equations on a non-orthogonal mesh. 
The computational domain consists of 1.96 million control 
volumes, with refined grid near the blade tip to capture 
sharp charge gradients. Second-order temporal and spatial 
discretization schemes are employed, with particular 
attention to preserving charge density gradients through 
TVD schemes. 3D numerical simulations are intractable 
without using parallel computations. Oracle3D has been 
parallelized based on MPI library and shows a very good 
scalability up to 1200 cores [8].  

 
 

Fig. 2. Blade-plane computational grid. 
 

C.  Injection laws 
 
In this study we considered the two following injection 
laws: 
 

Injection law 1° : max, where q C E E 


;  is a value 

between 0 and 1. The case 0  corresponds actually to 
the autonomous injection case from all the blade. maxE is 

the maximum value of the electric field, located at the tip 
of the blade those value is computed during the simulation. 
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Injection law 2° : 
c

E
q C

E



 where EC is the threshold 

electric field  taken as 60 % of the Emax. 
 
D.  Boundary conditions 
Boundary conditions regarding electric potential, charge 
density and velocity field are depicted of Fig 6. 
 

 
Fig. 3. Computational domain with boundary condition and 

mesh in cross-section. 
 
 

III. RESULTS AND DISCUSSION 
 

A.  3 dimensionality of the flow 
 

 
 

Fig. 4 2D Charge density contours in three different planes in Z 
direction at t=1.2 10-3 with 2nd injection law. Rey=5.000.  

 
From Fig 4 and 5, it can be observed that the flow quickly 
loses its two-dimensionality. In Fig 4, we display the 
structure of the charge density distribution across three 
different z-slices, clearly indicating that the charge density 
varies from one slice to another. Fig 5 presents the 
distribution of the isocontours of the z-component of 

velocity in the middle slice. In the early stages of the 
simulation, the flow is indeed two-dimensional (w=0); 
however, it rapidly transitions to a three-dimensional 
structure. 
 

  
Early stage of the simulation End stage of the simulation 
Fig. 5. Instantaneous iso-contour of the w velocity component 

in x-y plane Rey=5.000.  
 

Early stage of the simulation End stage of the simulation 
Fig. 6. Instantaneous iso-contour of z Vorticity in x-y plane. 

Rey=5.000.  

 
Fig. 7 2D iso- contours of the magnitude vorticity at t=1.2 10-3 

with 3nd injection law. Rey=5.000.  
Fig7 illustrates the distribution of vorticity magnitude 
across three different z-slices. The pattern of charge 
distribution shown in Fig 4 is largely influenced by the 
structure of the vorticity field. 
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B.  Comparison of the two injection laws 
 

  
 1st injection law   

 
2nd injection law  

 
 

Fig. 8. 3D charge density iso-surfaces (q = 0.1 (blue) and q = 
0.5 (green)) at non-dimensional time 0.0017, Rey=10.000.  

 

 
 
Fig. 9. Two-dimensional charge density iso-surfaces (q = 

0.1 (blue) and q = 0.5 (green)) at non-dimensional time 
0.0017and 0.002. Rey=10.000. 

 
Fig 8 and 9 display the isosurfaces for charge distribution 
at q = 0.1 and q = 0.5 for the two injection laws at two 
dimensionless times: 0.0017 and 0.002. The complexity of 
the flow is reflected in the volumic charge density 
distribution. It can be observed that the 2nd injection law, 
injects much more charge in the bulk than the first one. 

 
IV. CONCLUSION 

 
This study provides new insights into three-dimensional 
EHD flows in blade-plane configurations. The results 
demonstrate the importance of considering three-
dimensional effects and the significant impact of injection 
laws on flow characteristics. These findings have 
important implications for applications in heat transfer 
enhancement and fluid mixing technologies. 
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I.  INTRODUCTION 
 

Electrohydrodynamics (EHD) is a multidisciplinary 
field that studies the interaction between electric fields and 
fluid motion 0. This interaction is relevant to numerous 
industrial processes and natural phenomena, as it can 
induce fluid flow, enabling applications such as EHD 
pumping or mixing 0. EHD offers several advantages for 
flow control, including rapid and precise adjustments via 
electric potential, the absence of mechanical parts, 
simplicity in design, low power consumption, minimal 
vibration, and low acoustic noise. In incompressible and 
isothermal dielectric liquids, the Coulomb force is the 
primary driver of EHD motion. Two main mechanisms for 
charge generation are commonly studied: injection and 
conduction. Conduction occurs when neutral electrolyte 
molecules AB dissociate into positive and negative ions A+ 

and B-. These ions can also recombine back into AB 
molecule.  

D

R

k

k
AB A B    where kD and kR are the 

constant rate of dissociation and recombination 
respectively. 
When an electric field is applied ions that are present in 
the bulk due to the dissociation process of the neutral 

species will be drawn along electric field lines and 
attracted to counter-polarized electrode surface, forming 
"heterocharge layers" near the electrodes. If the electrodes 
are asymmetrically shaped, the electric field is stronger 
near the sharper electrode, creating a net fluid flow toward 
it due to the localized Coulomb force.  
 
However, this study demonstrates that under specific 
conditions, this expected flow direction can reverse, with 
the fluid moving from the sharper electrode to the flatter 
one. 
The paper is structured as follows: Section II outlines the 
problem formulation, Section III presents the theoretical 
model and governing equations, Section IV describes the 
numerical methods, Section V discusses the results, and 
Section VI concludes the study. 

II.    FORMULATION OF THE PROBLEM   

The system analyzed in this study consists of a weakly 
conducting liquid contained within a cavity, where two 
electrodes are immersed: one shaped like a blade and the 
other a vertical plane. The two electrodes are separated by 
a distance d, and an electric potential difference V0−V1 is 
applied between them, generating an electric field directed 
toward the plane electrode. See Figure 1. The study 
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Abstract- A dielectric liquid with low conductivity can be set into motion through the application of an external 

electric field. The primary driving mechanism is the volumetric Coulomb force, which acts on free charge carriers 
in the presence of the electric field. This study focuses on low-conductivity liquids where dissociation of ionic pairs 
in the bulk driven by the Coulomb force is the dominant process. We present an efficient numerical algorithm 
based on the finite volume method to solve a dissociation model. This numerical approach is employed to simulate 
electrically induced flows between a hyperbolic blade and a vertical plane electrode configuration. Our numerical 
results demonstrate that the conduction mechanism leads to the formation of a hetero-charge layer around the 
blade electrode, generating fluid motion directed from the plate toward the blade, as predicted by theory. However, 
an intriguing phenomenon emerges for small values of the dimensionless parameter C0 representing the ratio 
between ionic transit time and positive ion relaxation time. Initially, the flow follows the expected direction toward 
the blade. Subsequently, after a critical time, the flow unexpectedly reverses direction, moving from the blade 
toward the opposite plate electrode, manifesting as a jet-like or plume-like motion. We analyze and identify the 
specific conditions that trigger this transition from conduction to injection-like behavior within the same flow field. 
This transition is both numerically simulated and physically interpreted within a single computational framework.

 
 

Keywords : Numerical simulation, dissociation and conduction mechanism, blade-plane configuration, plume like 
motion. 
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assumes a conduction mechanism involving dissociation 
and recombination processes. 

 

 
Fig. 1. Sketch of the blade-plane configuration 

 

III.      THEORETICAL MODEL  

A.  Conduction model with fluid motion 
The simplest conduction model (see [3]), describes the 
reversible dissociation and recombination of neutral 
molecules AB. 

D

R

k

k
AB A B    

The concentration of neutral species c and the charge 
densities of positive p and negative n ions evolve 
according to specific transport equations.  
 

. ( )p
p D R p n
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u K E N k c k N N
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           (2) 

 
Where ,K K   are the mobility coefficient for each 

species respectively. E


 is the electric field and u


stands 

for the fluid velocity. 
According to Langevin's theory [4], the recombination rate 
depends on the fluid's permittivity ε and is expressed as: 

R

K K
k


 

 . At thermodynamic equilibrium, the 

dissociation and recombination rates balance, leading to 

equilibrium values for the ion concentrations 
0 0p nN N  

and  one can write: 

0 0 0 0

2 2
D R p n R p R nk c k N N k N k N           (3) 

Here subscript “0” refers to equilibrium values. As a 

result, it follows that: 
0

/n D RN k c k  

 
The electric field is governed by Gauss's law : 

  p nE N N  


        (4) 

 while the Navier-Stokes equation, modified to include 
the Coulomb force, describes the fluid motion.  

( . ) ( )
u

u u P u p n E
t

           

      (5) 

The fluid is assumed to be Newtonian, incompressible, 

and characterized by its viscosity μ and density ρ. P  is the 
modified pressure including the classical pressure P and 
the scalar from which the electrostriction force derives. 
For universality in description of the problem, 
dimensionless variables are introduced. The reference 
scales for dimensionless variables denoted with a star are 
introduced as follow: 

2
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where d is the inter-electrode spacing, 0 1V V is the 

electric potential difference between the two electrodes.  
This introduces a set of dimensionless parameters 
characterizing the problem:  

The electrical Reynolds number: 0 1( )
el

K V V
R




 
  

The mobility parameter 
1/2

0

1
M

K




 
  

 
 which is the ratio 

between the so-called hydrodynamic mobility and the 
ionic mobility. 

2
0

0
0 1( )

n d
C

V V



 is the ratio between the ionic transit time: 

2
0 1/ ( )d K V V  and the relaxation time of the positive 

ions: /   where  is the fluid conductivity. 

K

K
 



  the ratio of the two ionic mobilities. 

  This leads to the following set of dimensionless 
equations for the ion species where for sake of simplicity 
the (*) have been dropped: 
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C. Boundary conditions 
The boundary conditions associated to this model are as 
follow: 

On the blade: 
0 1, 0, 0, 0p

p

N
V N u v

n


    


 

On the vertical opposite electrode: 

1 0, 0, 0, 0p
n

N
V N u v

x


    


 

On all the other walls: 0p n
N NV

u v
n n n

 
    

  
 

D.  Initial conditions 
For the conduction simulations all the variables are 
initialized to zero except the ionic densities 

1 p nN N x D   


where D is the computational 

domain. 
 

IV.      NUMERICAL METHOD  

The numerical simulations are performed using the in-
house code Oracle3D, which is based on the finite volume 
method [5], [6]. This approach allows for accurate 
integration of the governing equations on a non-
orthogonal mesh, ensuring precise representation of the 
blade geometry (see Fig 2). The equations are discretized 
using second-order schemes in both time and space. For 
further details on the numerical implementation, readers 
are referred to previous studies [7], [8]. 

 
V. RESULTS 

A. Regime 1 
In the first numerical experiment, the electric Reynolds 
number is set to 2.5. M=10 and C0=6.5.  
In Figure 3, the velocity field is shown, clearly illustrating 
that the flow moves from the plane electrode toward the 
blade electrode, which aligns with theoretical 
expectations. This behavior is explained by the fact that 
the electric field is more concentrated near the tip of the 
blade electrode due to its smaller radius of curvature. 
Consequently, the Coulomb force is stronger in the 
vicinity of the sharp blade electrode compared to the 
vertical plane electrode on the opposite side of the domain. 
This results in a greater drift of negative ions toward the 
blade electrode, while the positive ions exhibit a weaker 
drift toward the plane electrode. 

 

 
 

Fig. 3. Velocity field at steady state for Rel=2.5. M=10 and 
C0=6.5   

 
B. Regime 2 
In the second numerical experiment with have set the 
electric Reynolds number to 2.5, M =10 and C0=0.1 On 
Fig 4. we have displayed the velocity field at four different 
non-dimensional time a = 0.35), b=1.4), c=2.15), d=3.3) 
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Fig. 4. Four instantaneous display of the velocity field for 
Rel=2.5, M=10, C0=0.1 
 

VI. DISCUSSION 
Unexpectedly and in a completely unforeseen manner, a 
highly intriguing phenomenon was observed. In Figure 4, 
we present four instantaneous and consecutive velocity 
fields under the same flow conditions (Rel = 2.5, M = 10, 
C0 = 0.1): time a) < time b) < time c) < time d). Initially, 
the flow is clearly directed from the plane electrode to the 
blade electrode, as expected under these conditions (see 
time a, b, and c). However, at time d, the flow direction 
suddenly reverses, moving from the blade to the plane. 
This surprising behavior can be explained by analyzing the 
electric charge distribution 

p nq N N  , as shown in 

Figure 5. In this figure, we also display the components of 
the electric field and the induced electric force, depending 
on the sign of the electric charge. At the early stage, the 
heterocharge layer near the blade electrode is 
predominantly negative (see case 1). Based on the 
components of the electric field, this results in a negative 

Coulomb force in the x-direction x xF qE , causing the 

flow to move toward the blade, as initially expected. Over 
time, due to the convection of ion species by the flow, the 
charge distribution changes, and a significant amount of 
positive charge accumulates near the blade's tip, where the 
electric field is most intense (see case 2). This leads to a 
positive Coulomb force component in the x-direction, 
reversing the flow direction from the blade to the plane. 

 
Fig. 5. Electric charge density distribution and electric field and 

Coulomb force components. 
 

VI.      CONCLUSION  

In this study, we observed a highly intriguing 
phenomenon where the flow behavior deviates from what 
is typically expected in conductive flows, where the 
dissociation of neutral molecules serves as the primary 
mechanism for generating electric charges. Under certain 
conditions, deeply linked to the value of C0, the flow 
direction can unexpectedly reverse, moving from the blade 
to the plane, contrary to theoretical predictions for such 
scenarios. It was demonstrated that, in specific 
circumstances, the distribution of electric charges can 
undergo significant changes, which in turn alters the 
distribution of the Coulomb force, ultimately leading to a 
reversal in the flow direction like in pure injection flow. 
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I.  INTRODUCTION 
 

Electrohydrodynamics (EHD) is a multidisciplinary 
field that studies the interaction between electric fields and 
fluid motion [1]. This interaction is relevant to numerous 
industrial processes and natural phenomena, as it can 
induce fluid flow, enabling applications such as EHD 
pumping or mixing [2]. EHD offers several advantages for 
flow control as well as for heat transfer enhancement [3],  
[4]. Two main mechanisms for charge generation are 
commonly studied: injection and conduction. Conduction 
occurs when neutral electrolyte molecules AB dissociate 
into positive and negative ions A+ and B-. When the 
electrostatic energy of Coulombic attraction exceeds the 
thermal energy, these ions can also recombine back into 
AB molecule.  

D

R

k

k
AB A B    where kD and kR are the constant 

rate of dissociation and recombination respectively [5]. 
Ions that are present in the bulk due to the dissociation 
process of the neutral species will be drawn along electric 
field lines and attracted to counter-polarized electrode 
surface, forming "heterocharge layers" near the electrodes.  
In incompressible flows of dielectric or weakly conductive 
liquids subjected to heat transfer, the temperature 
dependance of several physicochemical properties of the 
liquid is of primary importance for a detailed and accurate 
flow description. 
If the electrodes are symmetrically shaped, no flow will 
occur, as the Coulomb forces developing near the 
heterocharge layers are equal in magnitude and opposite 
in direction. In the presence of a thermal gradient that 
opposes gravity, Rayleigh-Bénard instability will develop, 
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Abstract- This study focuses on the numerical investigation of electro-thermal-convection phenomena driven 

by the combined effects of electrohydrodynamic (EHD) conduction and a thermal gradient between two parallel 
plates, specifically in the context of Rayleigh-Bénard instability. The governing equations, which include the 
Navier-Stokes equations, the heat equation, transport equations for ionic densities, and the Poisson equation for 
the electric potential, are solved using the finite-volume homecode Oracle. These equations are coupled to account 
for the complex interactions between the electric field, ionic transport, and thermal gradients. Previous research 
has shown that the flow dynamics in such systems are significantly influenced by the ionic mobility of each ionic 
species and the liquid's permittivity. However, in most studies, the ionic mobility is often assumed to be identical 
for all species and independent of temperature, which limits the accuracy of the results. In this work, we address 
this limitation by incorporating temperature-dependent variations of both the liquid permittivity and the ionic 
mobility of each species into the model. This allows for a more realistic representation of the physical properties 
of the dielectric liquid under varying thermal conditions. Furthermore, the study examines the impact of the 
dielectric force and the Onsager effect on thermal convection and heat transfer. The Onsager effect, which 
increases the dissociation of ionic species with the electric field seems to play a critical role in modifying the flow 
structure and stability. By analyzing these effects, we aim to better understand how the interplay between electrical 
and thermal forces influences the onset and development of convection patterns. The stability of the flow is also 
investigated by exploring the influence of these parameters, which are closely linked to the temperature field. Our 
findings highlight the importance of considering temperature-dependent properties and their impact on flow 
behavior, particularly in systems where precise control of heat transfer and fluid motion is required. This study 
provides new insights into the complex dynamics of electro-thermal-convection phenomena and lays the 
groundwork for future research in this field. 
 

 
Keywords : Rayleigh-Bénard instability, heat-transfer, numerical simulation, finite-volume method, conduction 
phenomenon, electro-convection, dielectric force, Onsager effect. 
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leading to thermoconvection once the Rayleigh number 
exceeds 1708. The purpose of this paper is to analyze how 
conduction may influence the stability of the flow and the 
efficiency of heat transfer. 
The paper is structured as follows: Section II outlines the 
problem formulation, Section III presents the theoretical 
model and governing equations, Section IV describes the 
numerical methods, Section V discusses the results, and 
Section VI concludes the study. 

II.    FORMULATION OF THE PROBLEM   

The system analyzed in this study consists of a weakly 
conducting liquid contained within a rectangular cavity of 
aspect ratio 2, where two electrodes are immersed: The 
two electrodes are separated by a distance H and an 
electric potential difference V1−V0 is applied between 
them, generating an electric field directed upwards. The 

high-voltage electrode is heated at temperature 1 while 

the counter electrode is maintained at a lower temperature 

0  thus generating the development of Rayleigh-Bénard 

instability (see Figure 1). The study assumes a conduction 
mechanism involving dissociation and recombination 
processes. 

 
Fig. 1. Sketch of physical domain configuration 

 
A.  Theoretical model with fluid motion 
The simplest conduction model, describes the reversible 
dissociation and recombination of neutral molecules (see 
[5]). The concentration of neutral species c and the charge 
densities of positive Np and negative Nn ions evolve 
according to specific transport equations.  
 

. ( )p
p D R p n

N
u K E N k c k N N

t 


     

     (1) 

. ( )n
n D R p n

N
u K E N k c k N N

t 

      

         (2) 

Where ,K K  are the mobility for each species 

respectively. E


 is the electric field and u


stands for the 

fluid velocity. 

According to Onsager [6], when an external electric field 

E


is applied, the dissociation process is enhanced. Thus 
the dissociation rate kD is dependent on the magnitude of 

the electric field: 0( )D Dk F w k , where F is the Onsager 

function, w is the enhanced dissociation rate coefficient 

and 0
Dk refers to the dissociation constant at the 

thermodynamic equilibrium without external electric 
field. The enhanced dissociation rate coefficient w 
depends on the magnitude of the electric field as well as 
the temperature and permittivity distribution: 

3

2 216 B

e E
w

k 



where is the electron charge, ε the fluid's 

permittivity and kB the Boltzman’s constant. 

The Onsager function 1(4 )
( )

2

I w
F w

w
 where I1 is the 

modified Bessel function of the 1st kind and order one. 
 
According to Langevin's theory [7], the recombination rate 

kR depends on the ε and is expressed as: 
R

K K
k


 

 . 

At thermodynamic equilibrium, the dissociation and 
recombination rates balance, leading to equilibrium values 

for the ion concentrations 
0 0p nN N  

and one can write: 
0 0 0 0

2 2
D R p n R p R nk c k N N k N k N  

                         (3) 
Here subscript “0” refers to equilibrium values. As a 

result, it follows that: 
0

/n D RN k c k  

Finally, the transport equations for ionic species can be 
written as: 

 
0

2( ) ( )p
p n p n

N K K
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                          (4) 
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                 (5) 
The electric field is governed by Gauss's law : 

  p nE N N  


             (6) 

The fluid is assumed to be Newtonian, incompressible, 
and characterized by its viscosity μ and density ρ. The 
fluid motion is governed by the Navier-Stokes equations 
under the Boussinesq assumption, incorporating three 
body forces: the Coulomb force due to the electric field 
acting on free charges, the dielectric force arising from 

1V

0V
0

1

H
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B
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polarization effects, and the buoyancy force due to density 
variations. 

0
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    (7) 

The energy equation is solved to determine the 
temperature distribution throughout the domain. 

 0 pC u
t

           
        (8) 

The physical properties of the fluid, including ionic 
mobilities of both species, electrical permittivity, density, 
and viscosity, exhibit temperature dependence. 

 0 1 01 ( )K K k                     (9) 

 0 1 01 ( )K K k                   (10) 

 0 1 01 ( )e             (11) 

 0 01 ( )              (12) 

 0 1 01 ( )k             (13) 

Both  and Cp may vary with temperature; however, 

within the temperature range where the Boussinesq 
assumption is valid,  and Cp can be treated as constants. 

For the same reason, Joule heating can be safely 

disregarded. p  is the modified pressure including the 

classical pressure p and the scalar from which the 
electrostriction force derives. 
For universality in description of the problem, 
dimensionless variables are introduced. The reference 
scales for dimensionless variables denoted with a star are 
introduced as follows: 
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where H is the inter-electrode spacing, 1 0V V is the 

electric potential difference between the two electrodes. 
This leads to the following set of dimensionless equations 
where for sake of simplicity the (*) have been dropped: 
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This introduces a set of dimensionless parameters 
characterizing the problem:  

The electric Reynolds number: 0 0 1 0

0

( )
el

K V V
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The mobility parameter 0

0 0

1/2
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M
K




 
  

 
 which is the 

ratio between the so-called hydrodynamic mobility and 
the ionic mobility. 
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 is the ratio between the ionic transit time: 

2
0 1 0/ ( )H K V V  and the relaxation time of the positive 

ions: 0 /   where  is the fluid conductivity. 

The Rayleigh number: 
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 are dimensionless 

numbers that account for the temperature dependence of 
permittivity and ion mobilities respectively. 0/ pC  

is the fluid thermal diffusivity. 0 0/K K   is the ratio 

of ion mobility at reference temperature 0 . 

The enhanced dissociation rate coefficient w will be 

expressed as: 
 2 22 a a
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C. Boundary conditions 
The boundary conditions associated to this model are 
depicted on figure 2. 
 
D.  Initial conditions 
For the conduction simulations all the variables are 
initialized to zero except the ionic densities 

1 p nN N x D   


where D is the computational 

domain. 
 

 
Fig. 2. Boundary conditions 

 

IV.      NUMERICAL METHOD  

The numerical simulations are performed using the in-
house code Oracle, which is based on the finite volume 
method. The equations are discretized using second-order 
schemes in both time and space. For further details on the 
numerical implementation, readers are referred to 
previous studies [8]. 
 

V.      RESULTS AND DISCUSSION  

Various regimes emerge based on the values of specific 
dimensional parameters within the problem. As an 
example, Figure 3, depicts an overstability regime. 
 

VI.      CONCLUSION  
 

This study investigates electro-thermal-convection 
phenomena driven by electrohydrodynamic (EHD) 
conduction and thermal gradients between two parallel 
plates, focusing on Rayleigh-Bénard instability. A key 
innovation of this work is the incorporation of 
temperature-dependent variations in liquid permittivity 
and ionic mobility, addressing limitations in previous 
studies that assumed uniform ionic mobility. The study 

also explores the effect of the Onsager effect on thermal 
convection and heat transfer, revealing their significant 
influence on flow structure and stability 
 

 
Fig. 3. Time evolution of the maximum velocity. 

Ra=5000, Rel=2, C0=6.5, M=10, O=200, 0.75   
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Abstract- Electrohydrodynamics (EHD) drop deformation refers to the study that how a fluid responds (deformation) when
subjected to an external electric field. This phenomenon occurs due to the interaction between electric field and the electric
charge distribution on the droplet surface, which induces electric stress at interface thereby leads to deformation. The drop
may undergo stretching, elongation, or even breakup depending on factors such as the field strength, fluid properties and
drop size. Understanding EHD drop deformation has its application in such as electrowetting,inkjet printing, microfluidics
and electrospinning where precise manipulation of droplet deformation is required. This study aims to explore the governing
principles of drop deformation employing ALE approach using COMSOL Multiphysics software, providing insights into the
role of electrostatic forces which plays a role in deformation of fluid droplets in electric field. The droplet is considered to be
leaky dielectric so the electric current inside and outside induces the surface charge distribution which creates the normal and
tangential stresses on interface leads to prolate and oblate deformation as shown in figures below for the parameters R, Q and
, where R is conductivity ratio Q is dielectric constant ratio and is viscosity ratio respectively. Taking this formulation we can
model different physical electrohydrodynamic phenomenon like drops deformation in an emulsion,electrowetting of droplets,
as well as electrospinning and electrospraying application.

Keywords- Electrohydrodynamic,Droplet,Deformation,Voltage.

I. INTRODUCTION

The electrohydrodynamic (EHD) deformation of
droplets refers to the changes in shape and behavior of
liquid droplets under the influence of an applied electric
field. When a droplet is subjected to an electric field,
electrical forces act on the interface between the two
fluids and bulk fluid inside the droplet, leading to complex
interplays between electrical, hydrodynamic, and surface
tension forces[1,2,3,8]. Depending on factors such as
the field strength, fluid properties (electrical conductivity,
permittivity, viscosity) and surrounding medium, the
droplet can stretch, elongate into a prolate (elongated) or
oblate (flattened) shape.
In the systems devoid of free charge, where the fluids
behave as ideal insulating dielectrics or when a perfectly
conducting droplet is immersed in an insulating medium
the interfacial electric stress is purely normal to the
surface. This normal Maxwell stress is counteracted by
the interfacial tension, resulting in an equilibrium shape
where the droplet elongates along the direction of the
applied electric field, forming a prolate spheroid[11]. In
realistic scenarios, droplets are treated as leaky dielectrics,
meaning they possess finite electrical conductivity. Under
an applied electric field conduction currents within and
outside the droplet lead to the accumulation of interfacial
surface charges. These surface charges generate not only a
normal electric stress but also a tangential (shear) electric
stress at the droplet interface. Recognizing this, G.I.[4,5]
Taylor incorporated the effect of tangential electric stress
into the force balance, which is resisted by the viscous
stresses in the surrounding fluids. This framework led
to the development of the leaky dielectric model in elec-

trohydrodynamics. Depending on the relative electrical
and viscous properties of the inner and outer fluids, the
droplet may undergo oblate (flattened) deformation instead
of the prolate shape predicted in ideal insulating systems.
Haisheng Fang et.al[12] has used ALE moving mesh
formulation to explore the process of emission of charged
droplet from a nozzle. Here they explore the regime by
constructing a phase diagram of transition of dripping
to spray mode depending upon the initial volume of the
liquid (contact angle of fluid with nozzle),Electric field
strength CaE . Vhaloska(2019)[3] summarizes recent
experimental and theoretical studies in the area of fluid
particles (drops and vesicles) in electric fields, focusing on
transient dynamics and extreme deformations. It provides
a theoretical framework for the time evolution of nearly
spherical shapes, highlighting the broader applicability of
the leaky dielectric approach. Zhang et al[7] investigates
experimental EHD deformation of droplets subjected to
a combined DC electric field and shear flow, providing
insights into the interplay between electric and flow
fields on droplet behavior. Chirkov et al[8] has shown
the possible outcomes of the interaction of a conductive
droplet pair suspended in oil under the action of high
voltage with an amplitude above the threshold value when
electrocoalescence is replaced with non-coalescence.
The present study investigates the deformation behavior of
a leaky dielectric droplet subjected to a uniform electric
field under creeping flow conditions. The deformation
patterns are obtained using the Arbitrary Lagrangian-
Eulerian (ALE) framework implemented in COMSOL
Multiphysics. By varying the ratios of electric conductivity
and dielectric permittivity between the droplet and the
surrounding medium, both prolate and oblate deformations
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Figure 1: (a)Geometry of droplet with its Physical properties
(b)Boundary conditions implementation

are observed. This investigation provides a fundamental
understanding of how topological changes at the droplet
interface arise due to electric stresses. The insights gained
are broadly applicable to electrohydrodynamic systems,
including electrocoalescers, electrowetting, electrospray
technologies,and inkjet printing.

II. NUMERICAL MODEL

The Arbitrary Lagrangian-Eulerian(ALE) method[9,10]
also known as the moving mesh method, is employed to nu-
merically simulate the electrohydrodynamic (EHD) defor-
mation of a droplet in a two-phase fluid system. An axisym-
metric cylindrical geometry is considered, as illustrated in
Fig 1(a), where a small droplet of radius a (denoted as F1,
Fluid 1) is suspended in another immiscible fluid (denoted
as F2, Fluid 2). Both fluids are assumed to be Newtonian,
with densities ρ, and dynamic viscosities µ (overbar inside
the droplet) and µ (without overbar outside the droplet).
Furthermore, both fluids are modeled as leaky dielectrics,
characterized by their dielectric constants ϵ and ϵ, and elec-
trical conductivities σ and σ. To analyze the system, the
following dimensionless ratios of physical properties are
defined

1. Conductivity ratio R = σ
σ

2. Dielectric constanty ratio Q = ϵ
ϵ

3. Viscosity ratio λ = µ
µ

4. Deformation (D = l1−l2
l1+l2

)

5. Electrocapillary number CaE =
ϵϵ0aE

2
∞

γ

We employ the laminar flow module which is coupled with
electric currents module using COMSOL multiphysics
software to obtain the deformation(D = l1−l2

l1+l2
). The fluid

flow governing equations are given by

ρ
∂u⃗

∂t
+ ρ(u⃗ · ∇⃗u⃗) = ∇⃗ · T + ρgz (1)

where T is the fluid stress Tensor T = −pI + µ[(∇⃗u⃗) +
(∇⃗u⃗)T ]

ρ[∇⃗ · u⃗] = 0 (2)

The Electric field governing equations are given as

∇⃗.J⃗ = 0 (3)

where J⃗ = σE⃗ + ∂D⃗
∂t and D⃗ = ϵϵ0E⃗ & E⃗ = −∇⃗V

The difference in the dielectric constant creates the surface
charge distribution at the interface. And the discontinuity
of the electric field creates a jump of stress known as the
Maxwell electric stress Te = ϵϵ0

(
E⃗E⃗ − 1

2E
2I
)

, which is
summed with hydrodynamic stress at the droplet interface
as shown in Fig 1(b). No slip boundary condition is applied
at the outermost boundries.Uniform electric field is main-
tained by applying electric potential at upper plate while
lower plate is grounded.
Considering the dimensional analysis of the problem. The
Electric field is scaled as E∞.Since the drop is suspended
in an unbounded medium so the characterstic length scale
is the initial radius a of the droplet.The characterstic ve-
locity viscous and electric stresses are scaled as µU

a and
ϵϵ0E

2
∞. The relative comparison of electric to surface ten-

sion is given by Electrocapillary number CaE =
ϵϵ0aE

2
∞

γ .
Under the limit of small perturbation taylor[4,5] has solved
the drop deformation problem the followed by Ajayi[2] to
the first and second order correction to CaE . The axisym-
metric deformation is defined as D = l1−l2

l1+l2
where 11 and

l2 are drop length and drop breadth respectively.

III. RESULTS AND DISCUSSION

Firstly we overview the droplet behavior at λ = 1.The
results are systematically compared with the the first order
theory,second order correction and the BEM(Boundary
Element Method) simulations performed by Lac and
Homsy.

A. Prolate drops

Fig 2 presents the variation of the deformation parame-
ter D with the electric capillary number CaE for a conduc-
tivity ratio for R = 0.1 and perimitvitty ratio Q = 0.1. The
results clearly demonstrate that the numerical simulations
performed using COMSOL Multiphysics capture the defor-
mation trend with second-order accuracy, consistent with
theoretical predictions. Droplet breakup is not observed
within the simulated range of CaE ,as excessive deforma-
tion leads to significant mesh distortion, which can result in
numerical instability or failure in the ALE framework.
The velocity streamlines indicate that the flow converges
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Figure 2: Prolate droplet deformation forλ = 1CaE forR = 0.1
and Q = 0.1

Figure 3: Initial Normal and Tangential Stress at the droplet sur-
face

along the axial (z) direction and diverges radially out-
ward, thereby exerting a stretching effect that elongates the
droplet along the z-axis. The initial time normal and tangen-
tial electric stress distributions along the droplet interface
are shown in Fig 3. These profiles indicate that the system
is normal stress dominant. The normal stress is found to be
positive value near the poles, acting along the surface nor-
mal, which drives the droplet to deform into a prolate shape
aligned with the applied electric field.

B. Oblate Drops

Fig 4 shows the variation of the deformation parameter
D with the electric capillary number CaE for a conductiv-
ity ratio for R = 10 and permitvitty ratio Q = 2. The
corresponding electric stress distribution along the droplet
interface is depicted in Fig 5. In this case, the system is
observed to be tangential stress dominant, in contrast to the
previous scenario. The normal stress at the poles is neg-
ative and directed inward along the surface normal of the
droplet. This inward-directed force opposes elongation and
instead drives the droplet to deform into an oblate shape,
compressed along the direction of the applied electric field.

Figure 4: Oblate droplet deformation forλ = 1 CaE forR = 10
and Q = 2

Figure 5: Initial Normal and Tangential Stress at the droplet sur-
face

IV. CONCLUSION

We have numerically investigated the deformation of
a suspended droplet subjected to a steady DC uniform
electric field under the creeping flow approximation, us-
ing the Arbitrary Lagrangian-Eulerian (ALE) moving mesh
method implemented in COMSOL Multiphysics. For the
case where the inner and outer fluids have equal viscos-
ity λ = 1 the droplet exhibits distinctly different deforma-
tion behaviors depending on the electric conductivity ratio
R and permittivity ratio Q. At low electric capillary num-
ber CaE the droplet deformation closely follows the pre-
dictions of Taylor’s small deformation theory. However,
droplet breakup could not be captured due to the limita-
tions of the ALE method in handling severe mesh distor-
tions at high deformations. Consequently, deviations are
observed between the current results and boundary element
method (BEM) simulations, as shown in Fig 2 and Fig 4
for prolate and oblate cases, respectively. The analysis re-
veals that when the droplet is more conducting than the sur-
rounding medium (i.e., low R), the system is normal stress
dominated, leading to prolate deformation. Conversely,
when the droplet is less conducting (i.e., high R), tangential
electric stresses dominate, resulting in oblate deformation.
These findings highlight the critical role of electrical prop-
erty ratios in governing the electrohydrodynamic response
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of leaky dielectric droplets.
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